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PTCP Aim and Scope

Progress in Theoretical Chemistry and Physics

A series reporting advances in theoretical molecular and material sciences, including
theoretical, mathematical and computational chemistry, physical chemistry and chemical
physics and biophysics.

Aim and Scope

Science progresses by a symbiotic interaction between theory and experiment:
theory is used to interpret experimental results and may suggest new experiments;
experiment helps to test theoretical predictions and may lead to improved theories.
Theoretical Chemistry (including Physical Chemistry and Chemical Physics) pro-
vides the conceptual and technical background and apparatus for the rationalization
of phenomena in the chemical sciences. It is, therefore, a wide ranging subject,
reflecting the diversity of molecular and related species and processes arising in
chemical systems. The book series Progress in Theoretical Chemistry and Physics
aims to report advances in methods and applications in this extended domain. It will
comprise monographs as well as collections of papers on particular themes, which
may arise from proceedings of symposia or invited papers on specific topics as well
as from initiatives from authors or translations.

The basic theories of physics—classical mechanics and electromagnetism, rel-
ativity theory, quantum mechanics, statistical mechanics, quantum electrodynamics
—support the theoretical apparatus which is used in molecular sciences. Quantum
mechanics plays a particular role in theoretical chemistry, providing the basis for
the valence theories, which allow to interpret the structure of molecules, and for the
spectroscopic models, employed in the determination of structural information from
spectral patterns. Indeed, Quantum Chemistry often appears synonymous with
Theoretical Chemistry; it will, therefore, constitute a major part of this book series.
However, the scope of the series will also include other areas of theoretical
chemistry, such as mathematical chemistry (which involves the use of algebra and

v

elena.bichoutskaia@nottingham.ac.uk



topology in the analysis of molecular structures and reactions); molecular
mechanics, molecular dynamics, and chemical thermodynamics, which play an
important role in rationalizing the geometric and electronic structures of molecular
assemblies and polymers, clusters, and crystals; surface, interface, solvent, and solid
state effects; excited-state dynamics, reactive collisions, and chemical reactions.

Recent decades have seen the emergence of a novel approach to scientific
research, based on the exploitation of fast electronic digital computers. Computation
provides a method of investigation which transcends the traditional division
between theory and experiment. Computer-assisted simulation and design may
afford a solution to complex problems which would otherwise be intractable to
theoretical analysis, and may also provide a viable alternative to difficult or costly
laboratory experiments. Though stemming from Theoretical Chemistry, Compu-
tational Chemistry is a field of research in its own right, which can help to test
theoretical predictions and may also suggest improved theories.

The field of theoretical molecular sciences ranges from fundamental physical
questions relevant to the molecular concept, through the statics and dynamics of
isolated molecules, aggregates and materials, molecular properties and interactions,
to the role of molecules in the biological sciences. Therefore, it involves the
physical basis for geometric and electronic structure, states of aggregation, physical
and chemical transformations, thermodynamic and kinetic properties, as well as
unusual properties such as extreme flexibility or strong relativistic or quantum-field
effects, extreme conditions such as intense radiation fields or interaction with the
continuum, and the specificity of biochemical reactions.

Theoretical Chemistry has an applied branch (a part of molecular engineering),
which involves the investigation of structure-property relationships aiming at the
design, synthesis and application of molecules and materials endowed with specific
functions, now in demand in such areas as molecular electronics, drug design or
genetic engineering. Relevant properties include conductivity (normal, semi- and
super-), magnetism (ferro- and ferri-), optoelectronic effects (involving nonlinear
response), photochromism and photoreactivity, radiation and thermal resistance,
molecular recognition and information processing, biological and pharmaceutical
activities, as well as properties favouring self-assembling mechanisms and com-
bination properties needed in multifunctional systems.

Progress in Theoretical Chemistry and Physics is made at different rates in these
various research fields. The aim of this book series is to provide timely and in-depth
coverage of selected topics and broad-ranging yet detailed analysis of contemporary
theories and their applications. The series will be of primary interest to those whose
research is directly concerned with the development and application of theoretical
approaches in the chemical sciences. It will provide up-to-date reports on theoretical
methods for the chemist, thermodynamician or spectroscopist, the atomic, molec-
ular or cluster physicist, and the biochemist or molecular biologist who wish to
employ techniques developed in theoretical, mathematical and computational
chemistry in their research programs. It is also intended to provide the graduate
student with a readily accessible documentation on various branches of theoretical
chemistry, physical chemistry, and chemical physics.
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Preface

This volume collects 15 selected papers from the scientific contributions presented
at the Eighteenth International Workshop on Quantum Systems in Chemistry,
Physics, and Biology (QSCP-XVIII), which was organized by Prof. M.A.C.
Nascimento at the Casa da Cultura in Paraty (Rio de Janeiro), Brazil, from
December 1 to 7, 2013. Over 100 scientists from 25 countries attended this meeting.
Participants of the QSCP-XVIII workshop discussed the state of the art, new trends,
and future evolution of methods in molecular quantum mechanics, and their
applications to a wide variety of problems in chemistry, physics, and biology.

The high-level attendance attained in this conference was particularly gratifying.
It is the renowned interdisciplinary nature and friendly feeling of QSCP meetings
that make them such successful discussion forums.

Paraty is located on the south coast of Brazil, 250 km from Rio de Janeiro, the
state capital. This historical town, nestled on the Costa Verde, is a living memory
of the Gold Cycle: gold extracted from the mines of the state of Minas Gerais was
transported by mule along the Estrada Real down to Paraty and from there shipped
to Rio de Janeiro. The area of Paraty is probably the only place on the planet that
brings together a native forest about 80 % preserved, a bay protected from the open
sea by over a hundred islands, and a seventeenth-century town which is regarded by
UNESCO as the most harmonious baroque location in the world. From this past
originate the relics and traditions that so enchant the visitors: a wonderful wealth of
cultural and ecological attractions, as well as a tourist infrastructure consisting of
cosy inns and picturesque restaurants.

Details of the Paraty meeting, including the scientific program, can be found on
the web site: http://www.qscp2013.iq.ufrj.br. Altogether, there were 18 morning
and afternoon sessions, where 55 plenary talks were given, and two evening poster
sessions, with 18 flash presentations for a total of 38 displayed posters. We are
grateful to all participants for making the QSCP-XVIII workshop a stimulating
experience and a great success. QSCP-XVIII followed the traditions established at
previous workshops:
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QSCP-I, organized by Roy McWeeny in 1996 at San Miniato (Pisa, Italy);
QSCP-II, by Stephen Wilson in 1997 at Oxford (England);
QSCP-III, by Alfonso Hernandez-Laguna in 1998 at Granada (Spain);
QSCP-IV, by Jean Maruani in 1999 at Marly-le-Roi (Paris, France);
QSCP-V, by Erkki Brändas in 2000 at Uppsala (Sweden);
QSCP-VI, by Alia Tadjer in 2001 at Sofia (Bulgaria);
QSCP-VII, by Ivan Hubac in 2002 near Bratislava (Slovakia);
QSCP-VIII, by Aristides Mavridis in 2003 at Spetses (Athens, Greece);
QSCP-IX, by Jean-Pierre Julien in 2004 at Les Houches (Grenoble, France);
QSCP-X, by Souad Lahmar in 2005 at Carthage (Tunisia);
QSCP-XI, by Oleg Vasyutinskii in 2006 at Pushkin (St Petersburg, Russia);
QSCP-XII, by Stephen Wilson in 2007 near Windsor (London, England);
QSCP-XIII, by Piotr Piecuch in 2008 at East Lansing (Michigan, USA);
QSCP-XIV, by Gerardo Delgado-Barrio in 2009 at El Escorial (Madrid, Spain);
QSCP-XV, by Philip Hoggan in 2010 at Cambridge (England);
QSCP-XVI, by Kiyoshi Nishikawa in 2011 at Kanazawa (Japan);
QSCP-XVII, by Matti Hotokka in 2012 at Turku (Finland).

The lectures presented at QSCP-XVIII were grouped into nine areas in the field
of Quantum Systems in Chemistry, Physics, and Biology, ranging from Concepts
and Methods in Quantum Chemistry and Physics through Molecular Structure and
Dynamics, Reactive Collisions and Chemical Reactions, to Computational Chem-
istry, Physics, and Biology.

The width and depth of the topics discussed at QSCP-XVIII are reflected in the
contents of this volume of proceedings in the book series Progress in Theoretical
Chemistry and Physics, which includes four sections:

I. Quantum Methodology (3 papers);
II. Structure and Properties (4 papers);
III. Molecular Dynamics (4 papers);
IV. Fundamental Theory (3 papers).

In addition to the scientific program, the workshop had its usual share of cultural
events. There was a boat cruise in the Paraty bay and a show by the internationally
known group Contador de Estórias. The award ceremony of the CMOA Prize and
Medal took place during the congress banquet in the most traditional restaurant of
Paraty, Margarida Café.

The CMOA Prize was shared between two selected nominees: Jer-Lai Kuo and
Yuan-Chung Cheng, both from Taiwan. Two other nominees, Jhih-Wei Chu (from
Taiwan) and Andriy Loboda (from Ukraine) received a certificate of nomination
and a gift. The prestigious CMOA Medal for senior scientists was awarded to Prof.
Lorentz Cederbaum (University of Heidelberg, Germany). According to a custom
of QSCP meetings, the venue of the next yearly workshop was announced to be in
Odessa, Ukraine, in 2015, followed by one in Taipei, Taiwan, in 2016. However,
due to the political events, the dates of the two meetings were later reversed.
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We are pleased to acknowledge the generous support given to the QSCP-XVIII
conference by Coordenação de Aperfeiçoamento de Pessoal de Nível Superior
(CAPES), the City of Paraty Convention Bureau and Casa da Cultura of Paraty.
We are most grateful to all members of the Local Organizing Committee for their
work and dedication, which made the stay and work of participants both pleasant
and fruitful. We also thank the members of the International Scientific Committee
and the Honorary Committee for their invaluable expertise and advice.

We hope the readers will find as much interest in consulting these proceedings as
the participants in attending the meeting.

M.A.C. Nascimento
Jean Maruani

Erkki J. Brändas
Gerardo Delgado-Barrio
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Obituary

Osvaldo Goscinski (1938–2013)

Osvaldo Goscinski, retired professor of Quantum Chemistry at Uppsala University,
died on October 30, 2013, the day after his 75th birthday.

Osvaldo Goscinski grew up in Peron’s Argentina and received a classical edu-
cation at the prestigious Colegio Nacional de Buenos Aires, a special gymnasium
organized in collaboration with Universidad de Buenos Aires, which taught several
generations of famous authors, artists, scientists, and politicians.

With his first PhD. in Chemistry from the University of Florida, he arrived in
Uppsala in 1966, where he continued his graduate studies to a Swedish Fil. Dr. in
1970. In 1982 he became Per-Olov Löwdin’s successor on the chair in Quantum
Chemistry at Uppsala University. In addition to prominent international positions
like editorships, organizer of international meetings, collaborations and distinctions,
e.g., the Prize of the International Academy of Quantum Molecular Science in
1980, he served at important national duties as being a vice chairman of the
Swedish National Science Research Council and presiding over its program com-
mittee for Physics.

Osvaldo Goscinski’s main contribution to science was the development of
sophisticated quantum chemical methods and their application to contemporary
problems in theoretical chemistry. In particular, he was instrumental in extending
fundamental theories of his teacher and mentor Per-Olov Löwdin to modern
quantum chemistry. One of his objectives has been to increase accuracy and pre-
cision in analyzing the properties of various quantum chemical systems via model
independent investigations and analysis. His renowned recognition as an accom-
plished expert on propagator and perturbation theory led him to achieve unique
results in, e.g., the determination of van der Waals forces, excitation and ionization
energies, lifetimes, etc. His general passion for an erudite understanding of nature
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led him to find pathways to fundamental problems like symmetry violations in
nature, limitation aspects of information theory and to voice the challenges of the
density matrix N-representability conundrum.

With his double competence in chemistry and physics, including considerable
interests in mathematics, philosophy, and the humanities, Osvaldo Goscinski was
particularly well suited to lead a cross-scientific institute like the department of
quantum chemistry. As an avid and devoted spokesman for his field he “let thou-
sand flowers bloom,” as exemplified by the numerous multifaceted research pro-
jects that flourished under the parasol of quantum chemistry, from the chemistry of
free radicals, surface science, dissipative systems, information theory, complex
antimatter, and quantum computers. He also fought successfully for an additional
professorship in applied quantum chemistry at the department. He was a very
inspiring teacher, he enjoyed lecturing, and he was heavily engaged in research
education as established during his term as associate dean of the Faculty of Science
and Technology.

For most of us, working with him as a teacher and scientist, the acquaintance and
association with Osvaldo led to important consequences in more than one way. He
represented the gateway to science. His playfulness and creativity inspired original
questions and nontrivial scientific contributions. Finally, when we tried to stand on
our own legs, it turned out that he did not always buy our new ideas. Not until later
did we understand that critique prompts carefulness and persistence, a necessity for
the mental process to continue and never halt.

For us as young doctoral students, pursuing our studies in the late 1960s and
beginning of the 1970s, it was a priceless privilege to share the brilliant creativity,
flow of ideas, humor, and inventiveness, which always emerged around Osvaldo at
seminars, discussions, and coffee breaks. The happy, spirited, and playful joker
from Jorge Luis Borges Argentina did spoil us with adventurous anecdotes and
puns, combined with refined and subtle argumentation—all from the renaissance
reclaim of the classical antiquity to Edda-inspired Old-Norse mythology to Planck,
Einstein, Bohr, and Popper.

For us who worked closely with Osvaldo during many years since the 1960s and
1970s, it is impossible to express in a few words what he meant to us. He was
always there with his understanding, his personal engagement, his knowledge, not
only in delicate scientific interpretations but also in private and difficult problems of
a more personal and confidential kind. His amazing courage, not to give in, despite
an exceptionally long and severe illness has more than overwhelmed us. This
courage combined with his wife Gunilla’s strength to organize and arrange so that
Osvaldo with the same sincerity as before, could participate in every gathering and
invitation that concerned the department, science and the arts, but also in private
parties and celebrations has manifested respect and admiration.
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We will miss Osvaldo tremendously. Even when we are trying to understand and
realize that life in the end must be completed, nothing can take away and destroy
the joy of life and creativity that emerged from Rundelsgränd 2A and 2B, about 50
years ago. In this melting pot of contemporary scientific leaders in quantum
chemistry, Osvaldo was a natural central point and visionary.

Behind Osvaldo’s humorous and witty style existed an ardent feeling for free-
dom, justice, and integrity. We all mourn today an honest, courageous, and gen-
erous family man, friend, and colleague who always with empathy and resolution
shared with us his engagement and unique wisdom of life.

Erkki Brändas
Sten Lunell

Department of Theoretical Chemistry
Uppsala University

Sweden
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Obituary

Ricardo de Carvalho Ferreira: A Pioneer of Theoretical
Chemistry in Latin America

Ricardo de Carvalho Ferreira was born on January 16, 1928 in the city of Recife,
Brazil. He died on July 30, 2013 in this same city. He was a physical chemist who
pioneered the fields of theoretical chemistry and biophysics in Brazil. Ricardo
showed a strong inclination toward physics and chemistry at an early age. In spite
of the reduced number of Brazilian institutions harboring scientific research,
Ricardo published his first scientific contribution when he was 19 years old [1]. At
25 years old, he submitted a contribution to Nature, which was published in the
same volume reporting the discovery of the structure of the DNA by James Watson
and Francis Crick [2]. More than 130 peer-reviewed papers and several book
chapters followed these first reports. Among them is, what is believed to be the first
theoretical chemistry publication fully thought and conducted in Latin America [3].
The post-doctoral years at CALTECH (1959–1960) in contact with Linus Pauling,
and Norman Davidson allowed Ricardo to expand his interests onto theoretical
biophysics and biochemistry. During these years, Ricardo was strongly influenced
by the ideas of Michel J.S. Dewar who was then visiting CALTECH. The dis-
cussions with Dewar and later with Robert S. Mulliken during a short visit to the
University of Chicago led to publications on the principles of electronegativity
equalization [4–6].

Ricardo contributed to Brazilian science far beyond his publication record. He
helped to shape important scientific societies as the Sociedade Brasileira para o
Progresso da Ciência (SBPC) and the Sociedade Brasileira de Química (SBQ) both
of which he presided over upon election. He was part of the commission for the
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creation of the University of Brasilia and funded the Department of Fundamental
Chemistry of the Federal University of Pernambuco, where he remained as
Emeritus Professor until his death. Ricardo was associated with several research
and teaching institutions in Brazil and abroad: the California Institute of Tech-
nology, Indiana University, Columbia University and Earlham College in the
United States, l’Université de Genève and the Oxford University in Europe, the
Brazilian Center of Physical Research (CBPF) (Fig. 1), Universidade de São Paulo,
Universidade Federal de São Carlos and Universidade Federal de Pernambuco in
Brazil. He was awarded a number of honors, in special the Grã-Cruz da Ordem
Nacional do Mérito Científico from the Brazilian Presidency (1995), Almirante
Alvaro Alberto Price from CNPq (1996), Medalha Simão Mathias from the SBQ
(1997), Emeritus Researcher of the CBPF (1999) and Emeritus Professor of the
Federal Universities of Pernambuco, UFPE (2001) and Alagoas, UFAL (1979). As
a last tribute, the asteroid 158520 discovered by the amateur astronomers Paulo
Holvocem and Charles Juels was named after him. It is remarkable that among
these distinguished honors, the one most cherished by Ricardo was an annual
scholarship named after him to support chemistry undergraduate students enrolled
at Earlham College, USA. The “Ferreira Scholarship” is funded by a generous
donation of a former student tutored by Ricardo many decades ago.

Ricardo had a life-lasting impact on his students and colleagues. He influenced
two generations of Brazilian physicists, chemists, and biologists. The eminent
Brazilian physicist Constantino Tsallis wrote [7]: I have met, during my life, only
two people to whom I would immediately and heartily reserve the title of natural

Fig. 1 Robert Oppenheimer speaks at CBPF in 1961. Ricardo Ferreira is the first one in the first
row from left to right (Revista O. Cruzeiro, October 7, 1961)
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philosopher … They are Murray Gell-Mann, the Nobel laureate in Physics, and
Ricardo Ferreira. Ricardo was all this, and above all a humanist. Brazilian science
has lost one of his most inspiring scientists.

Thereza A. Soares
Arnóbio A.S. da Gama

Roberto D. Lins
Gilberto F. de Sá
Oscar L. Malta

Department of Fundamental Chemistry
Federal University of Pernambuco, Recife, PE

50740-560, Brazil

Marco Antonio Chaer do Nascimento
Department of Physical Chemistry

Federal University of Rio de Janeiro, Rio de Janeiro, RJ
21941-909, Brazil
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The Importance of Orbital Analysis

Rebecca Weber, George Schoendorff and Angela K. Wilson

Abstract It has long been known that there are multiple solutions to the
self-consistent Hartree-Fock equations. This can be problematic if careful attention
is not given to the orbital occupation and electronic state in the converged wave
function. The issues with convergence have been demonstrated through the cal-
culation of potential energy curves for O2, F2, Cl2, Br2, LiF, NaCl, CaO, MgO,
ScO, FeO, TiO, YO, and ZrO. Hartree-Fock (HF) calculations were used to com-
pute the points on the potential energy surface, with dynamic electron correlation
included through the use of the completely renormalized coupled cluster, including
singles, doubles, and perturbative triples [CR-CC(2,3)]. Even in regions with little
to no multireference character, as determined by the T1/D1 diagnostics, HF does not
always converge to the ground electronic state. As HF provides the reference wave
function for CR-CC(2,3), and other post-Hartree-Fock ab initio methods, treatment
of electron correlation does not necessarily result in a smooth potential energy
curve, especially if HF is unable to produce a smooth curve. Even the convergence
rate of multireference methods can be affected as the initial orbitals that form the
basis for multireference calculations are frequently obtained from HF calculations.

Keywords Hartree-Fock � Electronic states � Wavefunction � Coupled cluster �
Diatomic � Potential energy curve � Ground state � Excited state

1 Introduction

In the early days of computational chemistry, it was routine to check the stability of
the optimized Hartree-Fock (HF) wave function. As the field of computational
chemistry has grown to include more neophytes utilizing a theoretical approach in
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the course of research, however, this practice has fallen into disuse. This can be
problematic in the prediction of the structural and energetic properties of the sys-
tems under investigation, especially when determination of the correct electronic
state is essential to achieve results that are even qualitatively correct.

It is known that there is more than one solution to the Hartree-Fock equations
[1–3]. In fact, within a finite basis there can be O(3N) solutions for a closed-shell
system, where N is equal to the number of basis functions used [1]. Most HF
algorithms populate the initial orbitals based on the aufbau principle, wherein the
lowest energy orbitals subject to the initial guess of LCAO coefficients are populated
to determine the lowest energy solution and thus the ground state of the molecule
[4–6]. There are cases, however, when the algorithm can produce an excited state
determinant rather than the ground state as has been noted in the literature [3, 7, 8].
Optimization to an excited state can happen when there is a small HOMO-LUMO
gap, when there are nearly degenerate determinants, or in other cases where a
multireference treatment is more appropriate such as when bonds are broken or
formed. Even multireference calculations depend upon single-reference methods as
the source of the initial orbitals from which an active space is chosen, and this is
often reflected in the rate of convergence of the multireference wave function.

Optimization of an excited state determinant with Hartree-Fock orbitals forms
the basis of extended Hartree-Fock theory for excited states [9]. However, it has
been shown that in the case of a closed shell system, an electron in a virtual orbital
does not experience the full interaction of the 2N electrons, and so a modified Fock
operator should be employed to obtain a well-defined excited state in terms of a
single determinant of Hartree-Fock orbitals. When the excited states are obtained
unintentionally through population based on orbital energies, the Fock operator is
not modified to account for the missing electronic interactions. Therefore, while the
excited states obtained may be representative of the dominant configuration of a
multiconfigurational excited state wave function, they do not include the entire
mean field correlation.

It is imperative that the optimized Hartree-Fock wave function be scrutinized to
ensure that the correct state has been determined. While there are some systems for
which optimization to an excited state determinant is not detrimental to geometry
optimizations (e.g. situations in which the potential energy curves (PEC) are mostly
parallel, such as with Ln(III)-halide bonds), [10] this frequently is not the case. The
optimized orbitals need to be investigated to ensure that the appropriate orbitals are
being populated, a process that generally can rely on chemical intuition.

A condition of Hartree-Fock convergence is that the orbital gradient is zero, i.e.
∂E/∂Ci = 0. However, as this condition can be met at several places on the orbital
potential energy surface, the stability of the solution may need to be tested through
the calculation of the orbital Hessian matrix [11]. Negative eigenvalues indicate that
there is still a lower energy solution that can be reached; essentially, this indicates
that a saddle point in the potential energy surface has been found, rather than a
minimum. Such a situation could be remedied in a black-box manner by performing
a Hartree-Fock instability test. However, this is only beneficial when the Hartree-
Fock solution is a saddle point on the orbital potential energy surface.

4 R. Weber et al.

elena.bichoutskaia@nottingham.ac.uk



Often testing the stability of the wave function based on the orbital Hessian
matrix can be unnecessary due to the optimization technique employed. One such
situation is when a Newton-Raphson (NR) optimization technique is used. This
technique depends on the calculation of both the orbital gradient and orbital Hessian
at each step as shown in Eq. 1.

Ci;nþ1 ¼ Ci;n �
@E
@Ci;n

@2E
@C2

i;n

ð1Þ

The orbital Hessian is used as in the denominator of the second term of Eq. 1,
and thus, the NR method ensures that a local minimum on the orbital potential
energy surface is located rather than a saddle point. However, the NR method only
determines the nearest minimum rather than the global minimum. There exists a
basin of attraction that is bounded by saddle points on the orbital potential energy
surface. Only the minimum in this region is located and there is no knowledge of
any other minima outside the basin of attraction. Each local minimum on the orbital
potential energy surface corresponds to a unique single determinant solution of the
Hartree-Fock equations, i.e. a unique electronic state. Thus, the NR method guar-
antees convergence to a local minimum as long as ∂E/∂Ci ≠ 0 at the initial guess.

Due to the expense involved in the computation of the full orbital Hessian, other
convergence aides such as an approximate NR method or direct inversion of iter-
ative subspace (DIIS) is frequently employed [12]. Approximate NR methods
frequently use an exact orbital gradient with an approximate orbital Hessian. Even
the approximate orbital Hessian is often sufficient to ensure both convergence and
convergence to a minimum, but the minimum will be the nearest minimum in the
same basin of attraction. DIIS achieves convergence in an entirely different manner.
An error vector is used to determine convergence as shown in Eq. 2.

e ¼ FDS� SDF ð2Þ

The error vector is constructed from the Fock matrices (F), density matrices (D),
and overlap matrices (S) from previous SCF iterations. Convergence is reached
when the DIIS error goes to zero. However, the error vector is related to the orbital
gradient and not the orbital Hessian. So with DIIS, there may occasionally be a
need to test the stability of the Hartree-Fock solution since it converges to the
nearest stationary point rather than the nearest minimum on the orbital potential
energy surface.

For ease of both convergence and the determination of the correct ground state, a
good initial guess of the LCAO coefficients used to construct the molecular orbitals
is essential. The initial guess is the only control anyone has over which solution is
obtained since this determines the basin of attraction. There are several different
options for the initial guess within each commonly available software package. One
popular method is the diagonalization of a Fock matrix that contains only the one-
electron terms, referred to as the core Hamiltonian matrix. Within this paper, this is
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referred to as the Hcore guess, following the nomenclature in GAMESS [13]. While
this initial guess is usually fairly poor, it has the advantage of being implemented in
most computational codes [5]. Another common approach is to use the guess
generated by a semi-empirical procedure such as Extended Hückel Theory (referred
to in this paper as the Hückel guess) and projected onto the current basis. The initial
guess provided by Hückel theory is generally superior to that provided by Hcore, yet
can still have difficulty assigning the initial electronic configuration based on the
orbital population [13]. Another approach that can be useful, especially when
calculating a potential energy curve, is to use the optimized orbitals from a nearby
point on the potential energy surface, as is done automatically during a gradient
driven geometry optimization.

As Hartree-Fock does not account for electron correlation beyond mean field
correlation, a myriad of correlated electron methods have been developed that are
based upon a Hartree-Fock reference wave function. Configuration interaction (CI),
coupled cluster (CC), and many body perturbation theory are examples of such
theories designed to recover electron correlation energy. Full CI calculations do not
depend on the quality of the reference wave function, yet full CI with an appro-
priately large basis set quickly becomes computationally intractable. Because of this
increase in computational cost (in terms of memory and CPUs required for the
calculation), more approximate methods are used. An example of a more approx-
imate method would be coupled cluster including single and double excitations,
with perturbative triples [CCSD(T)]. Although truncated, CCSD(T) has been shown
to calculate ground state properties such as heats of formation, at times achieving
more accurate results (i.e. closer to results achieved by full CI) than less approxi-
mate methods such as CCSDT [14].

However, the accuracy of truncated correlated methods can be sensitive to the
choice of the reference wave function. CCSD(T) is a single reference post-Hartree-
Fock method, generally based upon a HF wave function. If the reference wave
function as determined by HF corresponds to an excited state determinant, truncated
correlated methods are not necessarily able to produce the correct ground state.
Even single reference theories such as the completely renormalized coupled cluster
method, including singles, doubles, and perturbative triples [CR-CC(2,3)] that have
been shown to treat some multireference problems [15, 16] (i.e. bond breaking,
singlet-triplet gaps in biradical systems, and other systems with strong static cor-
relation) still are subject to the limitations of the reference wave function. Fur-
thermore, while it is possible to converge to a ground state wave function while
using an excited state reference, the amplitudes can be much more challenging to
converge.

There are other single-reference methodologies that use more than one deter-
minant within their formulation, for example the spin flip method [17, 18]. The spin
flip method and its variants use multiple determinants (the reference state and
additional excited states that result from a spin flip of an electron) and are able to
better describe events such as bond breaking. The description of the reference state
can increase to higher correlated methods, yet this would increase the computa-
tional cost involved within the calculation. Additionally, for the simplest version of
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the spin-flip method, Hartree-Fock is used to describe the reference system, so there
is still some dependence on HF being able to determine the correct electronic
configuration.

Multireference methods such as the multiconfigurational self-consistent field
(MCSCF) [19] and complete active space perturbation theory, second order
(CASPT2) [20], among many others, are designed specifically to recover non-
dynamical correlation energy. However, there are drawbacks to these methods
[21, 22]. The scaling of these methods is such that it is generally limited to systems
of no more than sixteen active electrons within sixteen active orbitals [19]. Fur-
thermore, the selection of an appropriate active space can be system dependent and
ensures that these methods are by no means “black box”. The HF wavefunction
generally serves as the reference wavefunction for these methods as well and can be
used to help determine the orbitals that should be included within the active space.
A wavefunction that has converged to the wrong state can lead to very slow con-
vergence or to completely inappropriate orbitals included within the active space.

Another popular approach to incorporate some degree of electron correlation is
density functional theory (DFT). It has found use in the calculation of ground state
properties for organic and inorganic molecules [23]. DFT has the benefit of
including correlation within the calculation beyond the mean field correlation that is
included within Hartree-Fock, yet the computational cost is on par with a Hartree-
Fock calculation. DFT generally achieves a reasonable balance between compu-
tational cost and accuracy [23]. However, as a single reference method, it may
suffer from some of the same limitations as Hartree-Fock theory.

The molecules included in this study were chosen for illustrative purposes only.
While the molecules all have been the focus of prior extensive theoretical and
experimental studies, our goal is not to provide a broad review of the literature, but
rather to illustrate some of the problems that can manifest when the optimized
orbital occupancy is not considered.

2 Computational Methods

The diatomic molecules chosen for this study were O2, F2, Cl2, Br2, LiF, NaCl,
CaO, MgO, ScO, FeO, TiO, YO, and ZrO. These molecules cover many parts of the
periodic table including main group diatomics with light and heavy atoms, diato-
mics containing s-block elements, and diatomics containing transition metals.
Additionally, both closed shell and open shell species are included. All molecules
studied were the neutral species. The experimental bond lengths were taken from
the NIST Chemistry WebBook (http://www.webbook.nist.gov) [24].

To gauge the possible multireference character of the molecules, T1 and D1

diagnostic values were calculated [25–27]. The T1 and D1 diagnostic values are
related to the magnitude of the oscillator strength of single excitations and thus
are frequently used to estimate the multireference character of a molecule. A T1

value of 0.02 and a D1 value of 0.05 are considered the multireference thresholds
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for main group and s-block containing molecules, while the more recently proposed
thresholds of T1 greater than 0.05 and D1 greater than 0.15 are used for transition
metal-containing compounds [28].

Calculations were performed using GAMESS [13]. Restricted Hartree-Fock
(RHF or ROHF) calculations were performed for all of the molecules. Unrestricted
HF (UHF) calculations also were performed for O2 and FeO as UHF can describe
multireference character arising from bond breaking, albeit with the disadvantage of
producing wave functions that are not spin eigenfunctions. CR-CC(2,3) calculations
also were performed to examine the impact of the Hartree-Fock reference on a
correlated wave function method. The Sapporo-2012 triple-ζ all-electron basis sets
were used for all calculations [29]. The Sapporo-2012 basis sets were chosen
because they cover most of the periodic table and are generally more compact than
other correlation consistent basis sets. Potential energy curves (PECs) for each
diatomic were calculated from about 1.4 Å to about 3.5 Å in 0.1 Å increments, then
decreased to 0.01 Å and then 0.001 Å around the minimum of the curve, when
possible in order to determine the equilibrium bond length accurate to 10−3 Å.
Restricted open-shell (RO) DFT also was used to calculate PECs for FeO using four
popular DFT functionals: B3LYP [30, 31], PBE0 [32, 33], M06 [34], and M11
[35]. All calculations were restricted to C2v symmetry.

When single point energy calculations resulted in an excited state for FeO, the
full excited state potential energy curves were constructed using the Maximum
Overlap Method (MOM) of Gilbert, Besley, and Gill [2]. In this approach, excited
state solutions to the Hartree-Fock equations are determined by populating the
orbitals that overlap the most with the previously occupied orbitals in contrast to
occupation according to the aufbau principle, in which the lowest energy orbitals
are always populated first. Using this approach keeps the wave function from
collapsing to the lowest energy solution.

3 Results and Discussion

The calculated ground state of each molecule, the experimental bond lengths, and
the equilibrium bond lengths based on the computed potential energy curves at both
the HF and CR-CC(2,3) levels of theory are shown in Table 1. Bond lengths
computed using both the Hcore and Hückel guesses are reported, as well as the mean
signed deviation (MSD), mean absolute deviation (MAD), and root-mean-square
deviation (RMSD).

On average, HF underestimates the bond lengths by 0.014 and 0.020 Å, while
CR-CC(2,3) overestimates the bond lengths by 0.033 and 0.039 Å for the Hcore and
Hückel guesses, respectively, as accounting for electron correlation tends to make
the electron density more diffuse [36, 37]. Two notable exceptions from this trend
are NaCl and FeO. The HF calculated equilibrium bond length for NaCl is 0.027 Å
too long using either guess. In the case of FeO, the HF calculated bond length using
the Hcore guess is 0.054 Å too long, while the Hückel guess is unable to produce a
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smooth curve in the region of equilibrium, so an estimation of the equilibrium bond
length cannot be made. The bond length for CaO calculated with CR-CC(2,3) is
significantly too long with a deviation greater than 0.1 Å. Finally, HF produces the
same equilibrium bond lengths for each molecule, regardless of initial guess.
Overall, the equilibrium bond lengths calculated with CR-CC(2,3) vary between the
different initial guesses, as each method populates the orbitals in a slightly different
manner. Generally, the deviation between guesses is not large (e.g. 0.001 Å
between the Hcore and Hückel guess for Cl2). However, in some cases, the deviation
can be quite large, as for ZrO with a deviation of 0.023 Å between the two guesses.

3.1 Main Group Diatomics

The main group diatomics that were included within this study are O2, F2, Cl2, and
Br2. The T1/D1 diagnostic values are shown in Table 2. The halide diatomics are
well-behaved systems, in that they have low multireference character and the curves
that are calculated are smooth and continuous at all points considered. This is to be
expected, given that they are all closed shell singlets. The multireference character
of the molecule increases as the bond is stretched, yet ROHF still optimizes to a

Table 1 Equilibrium bond distances (Å), determined from experiment (req) and from the potential
energy curves (rPEC)

Molecule Calc. ground state req rPEC
ROHF CR-CC(2,3)

Hcore Hückel Hcore Hückel

O2
3A2 1.208 −0.057 −0.056 +0.004 +0.004

F2
1A1 1.412 −0.084 −0.084 +0.003 +0.006

Cl2
1A1 1.988 −0.012 −0.012 +0.022 +0.021

Br2
1A1 2.281 −0.017 −0.017 +0.016 +0.022

LiF 1A1 1.564 −0.005 −0.005 +0.018 +0.020

NaCl 1A1 2.361 +0.027 +0.027 +0.040 +0.034

MgO 1A1 1.749 −0.012 −0.012 +0.015 +0.014

CaO 1A1 1.822 −0.005 −0.005 +0.134 +0.140

ScO 2A1 1.668 −0.020 −0.020 +0.036 +0.042

FeO 5A1 1.626 +0.054 – – –

TiO 3A1 1.620 −0.025 −0.020 0.000 +0.031

YO 2A1 1.790 −0.022 −0.022 +0.050 +0.053

ZrO 3A1 1.712 −0.010 −0.010 +0.059 +0.082

MSD −0.014 −0.020 0.033 0.039

MAD 0.027 0.024 0.033 0.039

RMSD 0.035 0.033 0.048 0.054

All experimental values came from the NIST chemistry WebBook. Mean signed deviation (MSD),
mean absolute deviation (MAD), and the root-mean-squared deviation (RMSD) are reported
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single state wave function for each molecule. Of the main group diatomics, triplet
O2 exhibits the most multireference character throughout the entire calculated PEC.
Even at equilibrium, the T1/D1 values for triplet O2 approach the multireference
threshold, while the CCSD amplitudes do not even converge further towards dis-
sociation (i.e. 3.5 Å). This is indicative of significant multireference character in
this area of the curve due to the breaking of the bonds and demonstrates that the
single reference wave function determined with HF is not a suitable reference. The
multireference character is manifested by the oscillation between different states
throughout the entire curve (see Fig. 1).

Table 2 T1/D1 diagnostics
for the main group molecules r (Å)

O2 1.1 1.3 2.1 3.3

T1 0.011 0.017 0.037 –

D1 0.031 0.047 0.097 –

F2 1.1 1.3 1.8 2.5

T1 0.008 0.009 0.018 0.030

D1 0.016 0.023 0.059 0.105

Cl2 1.6 2.0 2.7 3.5

T1 0.008 0.009 0.014 0.022

D1 0.017 0.022 0.045 0.080

Br2 1.8 2.3 3.0 3.7

T1 0.007 0.008 0.013 0.020

D1 0.014 0.019 0.041 0.071

For O2 at 3.3 Å, the CCSD amplitudes did not converge, which is
an indication of either significant multireference character or a
poor reference wavefunction

Fig. 1 Points calculated for O2 at the ROHF level of theory, using the Hcore and Hückel initial
guess. The point at 2.7 Å using the Hcore guess did not converge
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Both initial guesses produce vastly different results at large internuclear dis-
tances. Near the equilibrium region, a 3A2 state is found which is a direct product of
B1 and B2 orbitals in the C2v point group. These orbitals correspond to the π*
antibonding orbitals that result from the linear combination of 2px atomic orbitals
and 2py atomic orbitals, respectively. In the region of intermediate internuclear
distances (IID, the area of the potential energy curve between equilibrium and
dissociation) the points fall on a curve belonging to a state of 3A1. This state results
from the direct product of two singly occupied B1 orbitals corresponding to the π
and π* orbitals from the overlap of px atomic orbitals. This gives an overall bond
order of 1, which is clearly on a different PEC than the ground state. As the
internuclear distance grows, the curve resulting from the Hückel initial guess begins
to oscillate drastically between different states. The upper state produced by the
Hückel guess leads to homolytic dissociation, while the lower state leads to a
heterolytic dissociation.

The triplet O2 PEC also was calculated via UHF, as the unrestricted formalism
should be able to better describe the bond breaking region of the curve (see Fig. 2).

It is important to note that the ROHF wave function is an eigenvalue of the S2

operator while the UHF wave function is not [38]. This means that UHF suffers
from spin contamination, as contributions from higher spin states are included in the
wave function. The <S2>calc expectation value is used as a measure of the spin
contamination within an unrestricted calculation. The <S2>exact for a spin pure state
is Sz(Sz + 1). As increasingly higher spin states are included <S2>calc increases.
<S2>calc for each curve is compiled in Table 3.

The UHF curve calculated from Hückel guess produces one smooth, continuous
curve in the 3A1 state. <S2>calc indicates that, although there is slight mixing of
higher spin states, particularly in the IID region, the same state is found throughout

Fig. 2 Points calculated for O2 at the UHF level of theory, using the Hcore and Hückel initial
guesses. The difference between the calculated <S2> and the <S2> for the pure spin state
(<S2>calc − <S2>exact) are inset
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the entire curve. The Hcore guess, however, does not remain in one state throughout
the curve. At 2.3 Å, a lower energy state is found, with an even lower energy state
appearing at 2.8 Å. While each state has 3A1 symmetry, the <S2>calc indicates
increasing spin contamination.

3.2 S-Block Diatomics

The s-block diatomics included in this study are LiF, NaCl, CaO, and MgO. The T1/
D1 diagnostic values are listed in Table 4.

As expected, the multireference character increases as the bond breaks when the
internuclear separation increases. LiF and NaCl are well-behaved with both Hcore

Table 3 <S2>calc − <S2>exact
at 0.1 Å increments along the
UHF curve for triplet O2

O2 Hcore guess Hückel guess

r (Å) <S2>calc − <S2>exact <S2>calc − <S2>exact
1.0 0.026 0.026

1.1 0.034 0.034

1.2 0.043 0.043

1.3 0.051 0.051

1.4 0.058 0.058

1.5 0.065 0.065

1.6 0.070 0.070

1.7 0.074 0.074

1.8 0.076 0.076

1.9 0.078 0.078

2.0 0.079 0.079

2.1 0.078 0.078

2.2 0.010 0.078

2.3 0.010 0.077

2.4 0.010 0.076

2.5 0.010 0.074

2.6 0.010 0.073

2.7 0.010 0.071

2.8 1.011 0.070

2.9 1.013 0.069

3.0 0.010 0.067

3.1 1.015 0.066

3.2 1.015 0.065

3.3 0.010 0.064

3.4 1.016 0.064

3.5 0.009 0.063
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and Hückel guesses producing the same smooth PECs. MgO and CaO both exhibit
some multireference character throughout the entire potential energy curve as
indicated by the T1/D1 diagnostics, even near the equilibrium bond length. How-
ever, with the exception of the large internuclear distances for MgO (see Fig. 3),
ROHF optimizes to a single state wave function for each of these molecules.

Although MgO is significantly multireference throughout the entire curve with
T1 and D1 values greater than 0.02 and 0.05, respectively, ROHF produces a
smooth, continuous curve describing both the equilibrium region and most of the
non-equilibrium region quite well. There is only a small discrepancy between the
results from the two initial guesses as the bond length is increased.

Table 4 T1/D1 diagnostics
for the s-block-containing
molecules

r (Å)

LiF 1.4 1.6 2.5 3.5

T1 0.013 0.015 0.023 0.040

D1 0.024 0.027 0.049 0.108

NaCl 2.0 2.4 3.3 4.0

T1 0.005 0.006 0.009 0.011

D1 0.010 0.011 0.021 0.029

MgO 1.4 1.7 2.5 3.5

T1 0.069 0.043 0.115 0.087

D1 0.191 0.107 0.308 0.245

CaO 1.5 1.8 2.5 3.5

T1 0.022 0.050 0.089 –

D1 0.044 0.132 0.181 –

For CaO at 3.5 Å, the CCSD amplitudes did not converge, which
is an indication of either significant multireference character or a
poor reference wavefunction

Fig. 3 Points calculated for MgO at the ROHF level of theory, using the Hcore and Hückel initial
guesses
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3.3 Transition Metal Diatomics

The transition metal diatomics in the test set are ScO, FeO, TiO, YO, and ZrO. The
T1/D1 diagnostic values are listed in Table 5. All of the molecules exhibit some
multireference character throughout the PECs, although with the exception of FeO,
all of the molecules have low diagnostic values around the minimum of the curve.
As will become evident throughout the discussion of transition metal diatomics, the
possible multireference character and the initial guess of the bond length can affect
the convergence of geometry optimizations.

3.3.1 ROHF Results

Both ScO and YO are doublets with one unpaired electron (2A1 ground states). For
these diatomics, the calculated PECs are well-behaved around the minimum of the
curves (see Figs. 4 and 5, respectively).

Problems arise as the bond distance increases to the intermediate internuclear
distances (IID) between equilibrium and dissociation. While the lowest energy state
for ScO is still a 2A1 state, it is 21.4 kcal mol−1 lower in energy than the rest of the
curve (see Fig. 4). The PECs for YO exhibits state switching, beginning at 2.6 Å
(see Fig. 5). This is the area of the PEC that has the highest multireference char-
acter, with a T1 value of 0.088 and a D1 of 0.175, and the multireference character
manifests itself in the inability of ROHF calculations to find one ground state at
each point of the curve.

Table 5 T1/D1 diagnostics
for the transition
metal-containing molecules

r (Å)

ScO (2A1) 1.4 1.6 2.5 3.5

T1 0.026 0.035 – –

D1 0.043 0.056 – –

FeO (5A2) 1.3 1.7 2.4 4.0

T1 0.049 0.090 0.026 0.179

D1 0.097 0.188 0.060 0.665

TiO (3A1) 1.4 1.6 2.4 3.5

T1 0.034 0.046 0.029 0.059

D1 0.058 0.075 0.058 0.104

YO (2A1) 1.6 1.8 2.5 3.5

T1 0.025 0.033 0.088 0.076

D1 0.040 0.054 0.175 0.155

ZrO (3A1) 1.5 1.7 2.5 3.5

T1 0.026 0.035 0.126 –

D1 0.044 0.060 0.258 –

For ScO and ZrO, the HF wavefunction did not converge, as
ROHF is a high-spin theory. At this point on the curve, the low-
spin case is enforced on the system
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The initial guess for the wave function, either the Hcore or the Hückel guess, had
little impact on the smoothness (or lack thereof) on the PECs for ScO. The Hückel
guess for YO was able to determine a single state as the bond length was increased,
whereas the Hcore guess produced oscillations between two distinct states near
dissociation.

The ground state for ZrO is 3A1 (see Fig. 6) along with a degenerate 3A2 state,
yet at 2.6 Å, the lowest energy state is found to be 3B2 when the Hcore initial guess
is used. When using the Hückel guess, at 2.4 Å, the PEC jumps to a 3B1 state,
which is the direct product of A1 and B1 singly occupied orbitals. Then at 2.6 Å the
calculation settles to a 3A1 state. However, this A1 state results from the direct
product of two B1 orbitals instead of two A1 orbitals, as with the ground state
around the minimum of the curve. This is a direct result of different d-orbital

Fig. 4 Points calculated for ScO at the ROHF level of theory, using both the Hcore and Hückel
initial guesses

Fig. 5 Points calculated for YO at the ROHF level of theory, using both the Hcore and Hückel
initial guesses
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occupation. TiO is also a triplet and the PECs show that the initial guess for the
wave function can have an effect as well (see Fig. 7).

With either initial guess, the ground state near equilibrium is 3A1, which results
from the direct product of two A1 orbitals (an s and a dx2 orbital) localized on Ti.
Yet at 2.1 Å, the Hcore guess finds the lowest energy state for TiO as 3B1 resulting
from the combination of a px orbital of B1 symmetry localized on O and an s orbital
with A1 symmetry localized on Ti. The tail of the PEC oscillates between the 3A1

and 3B1 states. As is shown in Fig. 7, when using the Hcore initial guess, it is not
obvious that the wave function has changed states. The Hückel guess, however,
falls into the higher energy 3B1 state around the minimum of the curve, which can
be problematic for gradient-driven optimizations. Even given an initial geometry

Fig. 6 Points calculated for ZrO at the ROHF level of theory, using both the Hcore and Hückel
initial guesses

Fig. 7 Points calculated for TiO at the ROHF level of theory, using the Hcore and Hückel initial
guesses. The points between 2.1 and 2.3 Å on the Hückel curve do not converge
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close to the equilibrium bond length, HF could still optimize to an excited state
resulting in an incorrect geometry, especially if the ground and excited PECs are not
parallel. Non-parallel PECs can be problematic as a bad initial guess can result in an
incorrect optimized geometry, especially when a gradient-driven optimization
algorithm is used. In this case the two different initial guesses produce PECs with
two different equilibrium bond lengths, 1.595 Å for the Hcore guess and 1.600 Å for
the Hückel guess, indicating that the curves resulting from the two different guesses
are not parallel. While this is only a 0.005 Å difference in the calculated bond
length, there could be a greater difference for other molecules. Fortuitously, the
initial guesses had no effect on the calculated bond length for the rest of the
molecules investigated in the present work.

FeO is an open shell quintet. Unsurprisingly, the T1/D1 diagnostics indicate that
FeO exhibits multireference character at all internuclear distances. Notably, the area
that shows the least multireference character according to the T1/D1 diagnostic is at
2.4 Å, firmly in the IID region of the curve, an area that is typically the most
multireference due to bond breaking. The ROHF reference curves using the Hcore

and Hückel initial guesses demonstrate this quite clearly (see Fig. 8).
The Hcore guess is able to produce a smooth curve close to the minimum, yet

there is an excited state found at distances just short of equilibrium. The curve also
quickly degenerates into several different states in the IID region. The Hückel
guess, however, is unable to produce a smooth curve around the minimum. The
lowest energy state between 1.4 and 1.66 Å is 5A2, while the lowest energy state
from 1.67 Å is 5A1. The orbital occupation for the 5A2 has some mixing between
the Fe 3d and O 2p orbitals with the 3d and 4p orbitals singly occupied, while only
the 3d orbitals are singly occupied in the 5A1 state.

An attempt was made to calculate the separate ROHF curves for FeO using the
Maximum Overlap Method (MOM) approach [2] beginning from an Hcore initial
guess, yet even this was unable to isolate the different states towards dissociation

Fig. 8 Points calculated for FeO at the ROHF level of theory, using the Hcore and Hückel initial
guesses. The point at 3.4 Å on the Hcore curve and 3.2 Å on the Hückel curve do not converge
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(see Fig. 9). Around equilibrium, two distinct states are produced, yet the IID region
shows several different states. The different curves have different equilibrium bond
lengths as well. The 5A1 ground state produces an equilibrium bond length of
1.68 Å, while the higher 5A2 state has a bond length of 1.79 Å.

The inability to produce a smooth potential energy curve is a basis set inde-
pendent phenomenon. The Dunning-style correlation consistent polarized valence
triple-ζ basis sets [28, 29] were also utilized with ROHF to calculate the potential
energy curves for FeO as shown in Fig. 10.

As ROHF tends to enforce heterolytic dissociation, UHF was also utilized to
calculate points on the potential energy curve for FeO (see Fig. 11). The Hückel
initial guess identifies the ground state as 5A1. Notably, the curve is much smoother
around the minimum, which is the region that ROHF was unable to describe. At
2.0 Å, the calculation converges to an excited 5A1 state. The Hcore initial guess in
conjunction with UHF is unable to produce a smooth curve at equilibrium. There is
oscillation between the 5B1 ground state and an excited 5B1 that is noticeably not
parallel to the ground state curve. This demonstrates that even a reasonable initial
guess of the geometry for FeO can result in the incorrect state and a different
equilibrium bond length.

The spin contamination for the points on the calculated PEC are shown by the
inset graph of Fig. 11 and in Table 6. When the calculation converges to an excited
state curve, there is an accompanying increase in the <S2> value.

It is clear that calculation of the FeO potential energy curve will benefit from a
multireference treatment. This is a result of near degeneracies arising from the
4s and 3d orbitals in addition to the breaking of the Fe–O bond at long internuclear

Fig. 9 Ground state (5A1) and excited state (5A2) curves for FeO, using the maximum overlap
method (MOM), calculated at the ROHF level of theory. The optimized orbitals from a point on
the excited state curve were used as the initial guess for subsequent points. Orbital rotations were
restricted to attempt to stay in the same electronic state. The curves are smooth and continuous
around the minima, yet are unable to stay on the same curve as the bond length increases. These
curves also demonstrate that the ground state and excited state curves are not always parallel, as
the equilibrium bond distance for the ground state is 1.680 Å and for the excited state is 1.790 Å
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distance. Thus, any active space employed must account for both sources of mul-
tireference character. A sensible active space would then include the Fe 4s and
3d orbitals and the O 2p orbital set. While only two O 2p orbitals may take part in
bonding to Fe, the full set should initially be included due to the degeneracy of the
O 2p orbital set. Given this initial (12,9) active space, it may be possible to truncate
the active space if it can be shown that occupation of any orbitals remains constant
(doubly occupied or unoccupied) for all internuclear distances. It is known that the
ground state term of FeO is 5D with A2 symmetry, [21] while there also is a low-
lying 5Σ+ state with A1 symmetry known [39, 40]. If it is assumed that FeO exists as

Fig. 10 Points calculated for FeO at the ROHF level of theory, using the Hcore and Hückel initial
guesses and cc-pVTZ basis sets. The points at 2.4 and 3.1 Å on the Hcore curve and 2.5, 2.9, 3.2,
and 3.5 Å on the Hückel curve do not converge

Fig. 11 Points calculated for FeO at the UHF level of theory, using the Hcore and Hückel initial
guesses. The difference between the calculated <S2> and <S2> for the pure spin state
(<S2>calc − <S2>exact) are inset
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Fe2+O2−, then Fe exists in the 5D state with a valence configuration of 4s03d6.
Thus, it may be possible to cut the 4s orbital out of the active space if it is shown to
have negligible occupation at all internuclear distances, i.e. Fe is Fe(II) at all
internuclear distances. This would allow for a reduced active space of (12,8). The
smooth potential energy curve with this active space is shown in Fig. 12.

3.3.2 CR-CC(2,3) Results

If the ROHF wave function providing the reference for correlated calculations is not
correct, then the correlated calculations may be incorrect as well. The exception to
this would be full CI calculations, or coupled cluster or many-body perturbation
theory calculations that converge to full CI in the full expansion. These results are
independent of the reference wave function, yet a good reference will speed up
convergence. This is demonstrated by the PECs for O2, YO, and FeO (see Figs. 13,
14 and 15). The PECs for O2 show the same oscillating behavior between the
homolytic and heterolytic dissociation states, yet the Hcore guess produces only the

Table 6 <S2>calc − <S2>exact
at 0.1 Å increments along the
UHF curve for FeO

FeO Hcore guess Hückel guess

r (Å) <S2>calc − <S2>exact <S2>calc − <S2>exact
1.40 0.471 0.471

1.50 0.666 0.666

1.60 0.773 0.773

1.70 0.833 0.833

1.75 0.970 0.854

1.80 0.871 0.871

1.90 0.896 0.896

2.00 0.913 0.944

2.10 0.925 0.925

2.20 1.005 0.935

2.30 1.008 0.942

2.40 1.015 0.948

2.50 1.046 0.953

2.60 1.186 0.957

2.70 0.885 0.960

2.80 0.919 0.963

2.90 0.943 0.966

3.00 0.960 0.969

3.10 1.416 0.971

3.20 0.983 0.984

3.30 1.028 0.976

3.40 1.047 0.979

3.50 1.013 0.321
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heterolytic curve (see Fig. 13). The ROHF PEC for YO using the Hcore initial guess
(Fig. 5) has some oscillation between states beginning in the IID region of the PEC,
extending out towards dissociation. This same problem is evident for CR-CC(2,3)
as shown in Fig. 14. The calculations based on the Hückel guess result in a
smoother curve, although still not in one single state, as evidenced by the small
“kink” in the curve at 2.7 Å.

The PECs for FeO exhibit much less oscillation between two different states, yet
the curve resulting from the Hückel guess has a discontinuity between 1.7 and 1.8 Å
(see Fig. 15). From 1.4 to 1.7 Å, the curve calculated using the Hückel guess
follows the higher energy 5A2 state, and then at 1.8 Å shifts to the lower energy 5A1

state.

Fig. 12 Points calculated for FeO at the CASSCF level of theory, using a (12,8) active space

Fig. 13 Points calculated for O2 at the CR-CC(2,3) level of theory, using the Hcore and Hückel
initial guesses. The point at 2.7 Å using the Hcore guess did not converge
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3.3.3 DFT Results

PECs for FeO were calculated using RODFT with the B3LYP, PBE0, M06, and
M11 functionals (Figs. 16, 17, 18 and 19, respectively). Using B3LYP and the Hcore

initial guess, a smooth curve is computed for the region between 1.4 and 2.2 Å,
with a ground electronic state of 5A1 resulting from the direct product of an A1

orbital, an A2 orbital, a B1 orbital, and a B2 orbital, all of which are d orbitals on
iron. However, B3LYP calculations are unable to converge to any state after 2.2 Å
(Fig. 16). The Hückel guess produces two electronic states close to equilibrium.
The ground state is a 5A1 state that results from single occupation of an A1 orbital,
an A2 orbital, a B1 orbital, and a B2 orbital, all of which are also iron d orbitals. The

Fig. 14 Points calculated for YO at the CR-CC(2,3) level of theory, using the Hcore and Hückel
initial guesses

Fig. 15 Points calculated for FeO at the CR-CC(2,3) level of theory, using the Hcore and Hückel
initial guesses. The point at 2.6 Å using the Hcore guess and the points at 3.2, 3.4, and 3.5 Å using
the Hückel guess do not converge
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other electronic state is found at 1.7 Å, which is a 5A2 state that results from a
combination of an s orbital and a dz2 orbital localized on iron with A1 symmetry, a
B2 orbital, and a B1 orbital, both of which are d orbitals. The 5A2 excited state is
83 kcal mol−1 higher than the ground state. Beyond 2.0 Å, the calculations that
utilize the Hückel guess do not converge.

PBE0 does not perform much better (Fig. 17) than B3LYP. Around the mini-
mum of the curve, the Hcore guess produces a smooth curve corresponding to a 5A2

state. This state is a combination of a B1 orbital, a B2 orbital, and two A1 orbitals,
all of which are d orbitals. At 2.1 Å the calculation optimizes to an excited 5A1

state, which results from a combination of two d orbitals localized on iron with B1

and B2 symmetry, and the 2px and 2py orbitals, with B1 and B2 symmetry

Fig. 16 Points calculated for FeO at the B3LYP level of theory, using the Hcore and Hückel initial
guesses. The calculations do not converge past 2.0 Å using the Hückel guess or 2.2 Å using the
Hcore guess

Fig. 17 Points calculated for FeO at the PBE0 level of theory, using the Hcore and Hückel initial
guesses. The calculations do not converge past 2.0 Å using the Hückel guess or 2.1 Å using the
Hcore guess
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respectively, localized on oxygen. Past 2.1 Å with the Hcore guess and 2.0 Å with
the Hückel guess, PBE0 is also unable to converge to any state. The Hückel guess
once again lands in an excited state at 1.7 Å that is 86 kcal mol−1 above the ground
state. The ground state is a 5A1 and the excited state found at 1.7 Å is a 5A2 state.
The ground 5A1 state is a combination of an A2 orbital, an A1 orbital, a B1 orbital,
and a B2 orbital, all of which are d orbitals on iron. The excited state 5A2 results
from the occupation of two A1 orbitals, a B2 orbital, and a B1 orbital, similar to the
population of the excited state calculated with B3LYP.

Fig. 18 Points calculated for FeO at the M06 level of theory, using the Hcore initial guess. The
calculations do not converge past 2.2 Å using the Hcore guess. Only four points on the curve
converged using the Hückel guess

Fig. 19 Points calculated for FeO at the M1 level of theory, using the Hcore and Hückel initial
guesses
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Although the M06 functional was fairly broadly parameterized in the course of
its construction, problems still arise when calculating a potential energy curve for
FeO (Fig. 18). Using the Hcore initial guess, only the points between 1.7 and 2.0 Å
converged successfully. From this point, however, the optimized orbitals from a
converged point were used as the initial guess for the next point on the curve with
orbital rotations restricted. Similar to the MOM method, this does ensure that the
calculated curve is constrained to one electronic state. However, with the exception
of a converged point at 2.6 Å, the points for the remainder of the curve past 2.2 Å
do not converge. Using the Hückel initial guess results in only two points that
converged, at 1.8 and 2.0 Å. With the optimized orbitals from these two points,
points at 1.7 and 1.9 Å were converged. For the remainder of the curve, however,
even utilizing the optimized orbitals as an initial guess did not provide a good
enough starting guess for the calculations to converge.

The M11 functional performed by far the best of the tested functionals in cal-
culating the potential energy curve for FeO (Fig. 19). Using the Hcore initial guess a
curve was produced that was mostly smooth around the minimum with the
exception of a point at 1.55 Å. The calculated electronic state is 5A1, a state that
results from a combination of an A2, A1, B2, and B1 orbitals, all of which are iron
d orbitals. The Hcore initial guess was sufficient for the points to converge from 1.4
to 1.64 Å. At 1.65 Å, the optimized orbitals were used for the starting guess, but it
was not necessary to restrict orbital rotations to reach convergence until points in
the IID region of the curve (specifically, 2.2, 2.3, 2.5, 3.2, and 3.3 Å). The point at
2.5 Å is a 5A2 electronic state, from the occupation of a B1, B2, and two A1 orbitals,
all of which are still iron d orbitals. At 2.6 Å, there is a discontinuity in the curve
and a lower energy electronic state is followed for the remainder of the curve. This
electronic state is 5B2, from the occupation of a B1 orbital that is a combination of
an iron d orbital and an oxygen p orbital, and A1, B2, and B1 orbitals, all of which
are iron d orbitals. This is a limitation inherent in using a restricted open shell
formulation to describe dissociation.

The Hückel initial guess is sufficient for points to converge from 1.4 to 2.1 Å,
however the curve is not continuous, especially beginning at 2.0 Å. From 2.2 to
2.5 Å, the optimized orbitals had to provide the initial guess in order for the
calculation to converge, and from 2.6 Å orbital rotations had to be restricted as well.
The calculated electronic ground state at the minimum is a 5A1 state. The occu-
pation is in iron d orbitals of symmetry A2, A1, B2, and B1. At 2.0 Å, the electronic
state changes to 5B1 (the direct product of B2, A1, A2, and A1 orbitals), with an
oxygen px orbital included within the singly occupied orbitals. The excited state at
2.2 Å results from the occupation of an iron s orbital as well as an oxygen px orbital
and is a 5A1 state. At 3.0 Å, the electronic state is still a 5A1 state, yet this is a result
of a combination of oxygen px and py orbitals being populated. The potential energy
curve generated by the Hückel guess demonstrates that, although the calculations
converged to an answer fairly easily, inspection of the singly occupied orbitals
shows that an excited state has been determined to be the ground state.

In addition to determining the equilibrium bond length from the minimum of the
calculated potential energy curve, gradient-drive geometry optimizations were
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performed using the M11 functional as well, beginning with both the Hcore and
Hückel initial guesses. The optimized bond length determined using the Hcore initial
guess was 1.607 Å, the same as the bond length determined from the minimum of
the potential energy curve. The optimized bond length resulting from the Hückel
initial guess was 1.643, 0.036 Å longer than the bond length at the bottom of the
potential energy curve (also 1.607 Å). The experimental bond length is 1.626 Å, as
seen in Table 1. The Hcore-optimized bond length and the PEC-determined bond
lengths are all 0.019 Å too short, while the optimized bond length from the Hückel
guess is 0.017 Å too long.

These calculated curves demonstrate that DFT is not immune to the excited state
optimization problems either. While using a combination of DFT and the Hcore

initial guess, along with an initial bond length close to equilibrium, a correct bond
distance can be computed. However, using the Hückel guess can result in opti-
mization to the wrong state and neither method is able to produce good initial
orbitals at large internuclear distances.

4 Conclusion

Potential energy curves for a set of diatomic molecules were calculated using
Hartree-Fock, CR-CC(2,3), and DFT with the B3LYP and PBE0 functionals. For
some systems, HF erroneously converged to an excited state instead of the ground
state of the molecule. Inspection of the optimized orbitals is imperative to determine
that the calculation has converged to the intended state. While optimization tech-
niques such as the Newton-Raphson method will converge to a local minimum with
respect to the orbital coefficients, the initial orbital guess must be correctly popu-
lated as the Newton-Raphson method finds the nearest minimum rather than the
global minimum. The initial guess can be generated through several commonly
used options within computational chemistry software packages, but care must still
be taken that the correct orbitals are being populated. This requires analysis of the
converged orbitals.

In situations that contain parallel potential energy curves, convergence to an
excited state during a geometry optimization will not impact the optimized
geometry. Not every system has parallel potential energy curves, however, and
large deviations in the optimized geometries can be observed.

Even in cases of relatively small multireference character, such as for TiO, HF
can have difficulty converging to a single state. For molecules with significant
multireference character such as FeO, it is clearly more reasonable to use mul-
tireference methods of calculation. However, the SCF wave function provides a
basis for a multireference calculation as well, and the convergence rate of the
multireference calculation may depend on the quality of the SCF orbitals used. For
this reason, it is of utmost importance to review the optimized wave function and
ensure that the calculation has converged to the correct state.
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It is notable that all molecules examined here possess a high degree of spatial
symmetry. Issues with optimization to any of the multiple low-lying excited states
may be less severe if less symmetry or no symmetry were present as this lifts many
of the degeneracies that exasperate the problem of multiple stable solutions to the
Hartree-Fock equations (i.e. Löwdin’s symmetry dilemma) [41].
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A General Geometric Representation
of Sphere-Sphere Interactions

Ho-Kei Chan, Eric B. Lindgren, Anthony J. Stace
and Elena Bichoutskaia

Abstract Ageneral geometric representation of sphere-sphere interactions is derived
using the bispherical coordinate system. It presents a dimensionless, scaled surface-to-
surface separation parameter s�, which is valid for all possible combinations of sphere
size and separation distance. The proposed geometric description is not limited to
sphere-sphere interactions, but also describes interactions that involve a point particle
or a plane. The surface-to-surface separation parameter approaches the limit of s� ¼ 1
if the radii of both spheres are much smaller than the actual surface-to-surface
separation distance s, i.e. in the limit of two point particles. On the other hand, the
geometric limit of s� ¼ 0 corresponds to two planes, namely when the radii of both
spheres are much larger than s.

Keywords Sphere-sphere interactions � Bispherical coordinates � Geometric
description � Surface-to-surface separation � Inverse points

1 Introduction

Much research has been carried out on pairwise interactions, notably in the area of
classical electrostatics [1–7], in which each interacting body is geometrically
described as a point particle, a sphere or a plane. As shown in Fig. 1, the geometries
include the interaction between a pair of point particles (as described by Coulomb’s
law in the case of two point charges), the interaction between two spheres, as well
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as four other geometric combinations drawn from the set of a point particle, a
sphere and a plane. Note that a point particle and a plane are defined as a sphere of
infinitely small and infinitely large radius, respectively.

While the absolute geometry of an indiviual point particle, sphere or plane is
mathematically well defined, the geometry of a pair of interacting objects can only
be described with respect to their surface-to-surface separation, which is denoted
here as a distance s. Note that an alternative description based on the centre-to-
centre separation distance would be ambiguous if one of the interacting objects is a
plane. We therefore introduce a dimensionless, length-scale independent parameter
s� that describes all possible combinations of sphere size and surface-to-surface
separation distance for a two-body system. Generally, a dimensionless separation
distance s� can be obtained by dividing the surface-to-surface separation s by a
characteristic length, l, that depends on the sizes of the interacting bodies and their
separation, i.e. s� ¼ s=l. For any given surface-to-surface separation s, a suitable
choice of the length l will allow one to determine, from s� ¼ s=l, whether a pair of
interacting objects is geometrically close to the limit of two point particles, the limit
of two planes, or neither of these limits. For a1 and a2 being the radii of the
interacting objects, any linear combination (or some other simple functions) of a1a2
or (a1 + a2) is not a suitable form for the length l, because as ai (i = 1, 2) approaches
infinity (one of the interacting bodies approaches the planar limit) the value of s�

would approach zero if the value of the other ai is non-zero. This implies that a
system close to the geometric limit of two interacting planes (a1 ≫ s and
a2 ≫ s) cannot be distinguished from a system containing only one plane. In this
paper, it is shown that a suitable choice of the length l can be derived from the
bispherical coordinate system [8, 9], which has recently been employed for a study
of electrostatic sphere-sphere [2, 10] and sphere-plane interactions [2].

Fig. 1 Different geometric combinations for pairwise interactions involving point particles,
spheres or planes
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2 Introduction to the Bispherical Coordinate System

In the bispherical coordinate system [8, 9] shown in Fig. 2 for a two-sphere system,
the position of any point X in space is described with reference to a pair of foci,
which are separated by a distance of 2a. The foci are defined as inverse points of
each other such that

d1c1 ¼ a21 ð1Þ

and

d2c2 ¼ a22: ð2Þ

The centre-to-centre separation h > 0 is given by

h ¼ sþ a1 þ a2 ¼ 2aþ c1 þ c2 ð3Þ

where s ≥ 0 is the surface-to-surface separation. The bispherical coordinates are
often denoted as (η, ξ, ϕ), where

Fig. 2 Schematic diagrams of the bispherical coordinate system. The diagram on the left
illustrates how the length quantities c1, c2, d1 and d2 are related to the inter-focal separation 2a and
to the centre-to-centre separation h, and the diagram on the right illustrates how the position of an
arbitrary point X in space is described with reference to the foci
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g � � ln
r1
r2

� �
; ð4Þ

n � h1 � h2 ð5Þ

and ϕ is an azimuthal angle about the axis that joins the centres of the spheres. They
are related to the Cartesian coordinates (x, y, z) as follows

x ¼ a sin n cos/
cosh g� cos n

; y ¼ a sin n sin/
cosh g� cos n

; z ¼ a sinh g
cosh g� cos n

: ð6Þ

The surface of each sphere is a surface of constant η, where the parameters

g ¼ g1 [ 0 ð7Þ

and

g ¼ �g2\0 ð8Þ

represent the surfaces of sphere 1 and sphere 2, respectively. In general, η is
positive for the upper half plane occupied by sphere 1 (z ≥ 0 or 0 ≤ θ ≤ π/2) and
negative for the lower half plane occupied by sphere 2 (z ≤ 0 or π/2 ≤ θ ≤ π).

3 Derivation of the Scaled Surface-to-Surface Separation

The interfocal separation 2a can be expressed as a function of h, a1 and a2. Using
Eqs. (1) and (2), together with

d1 ¼ c1 þ 2a ð9Þ

and

d2 ¼ c2 þ 2a; ð10Þ

two quadratic equations for c1 > 0 and c2 > 0, respectively, are obtained:

c21 þ 2ac1 � a21 ¼ 0 ð11Þ

and
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c22 þ 2ac2 � a22 ¼ 0; ð12Þ

with solutions

c1 ¼ �aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a21

q
� 0 ð13Þ

and

c2 ¼ �aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a22

q
� 0; ð14Þ

respectively. Substituting Eqs. (13) and (14) into Eq. (3) yields

h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a21

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a22

q
ð15Þ

which implies

h2 � 2a2 � ða21 þ a22Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a4 þ a2ða21 þ a22Þ þ a21a

2
2

q
: ð16Þ

A further rearrangement of terms leads to the arrival of an expression for the inter-
focal separation:

2a ¼ 1
h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h4 þ ða21 � a22Þ2 � 2h2ða21 þ a22Þ

q

¼ 1
ðsþ a1 þ a2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsþ a1 þ a2Þ4 þ ða21 � a22Þ2 � 2ðsþ a1 þ a2Þ2ða21 þ a22Þ

q ð17Þ

which leads to

2a
s
¼ 1

sðsþ a1 þ a2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsþ a1 þ a2Þ4 þ ða21 � a22Þ2 � 2ðsþ a1 þ a2Þ2ða21 þ a22Þ

q

¼ 1
ð1þ a01 þ a02Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ a01 þ a02Þ4 þ ða021 � a022 Þ2 � 2ð1þ a01 þ a02Þ2ða021 þ a022 Þ

q ð18Þ

where a1′ ≡ a1/s and a2′ ≡ a2/s are relative measures of the radii of the interacting
spheres with respect to their surface-to-surface separation s. Equation (18) can be
written in the following form

2a
s
¼ 1

1þ 1
a01þa02

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

ða01 þ a02Þ2
þ 4 1þ

1
a02
þ 2a01

� �

1þ a01
a02

� � þ
a01
a02

� �

1þ a01
a02

� �2

2
64

3
75

vuuuut ð19Þ

which implies
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lim
a02!1

2a
s
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 2a01Þ

q
: ð20Þ

According to Eq. (20), the ratio 2a/s diverges only if both a1′ and a2′ approach
infinity, which suggests that it can be used as a parameter to distinguish between
geometries of sphere-plane and plane-plane interactions. If a scaled surface-to-surface
separation s� � s=2a is considered, a normalized parameter that applies to all possible
combinations of sphere size and separation distance can be obtained, where it is

lim
a01 ! 0
a02 ! 0

s� ¼ 1 ð21Þ

for the interaction between two point particles, according to Eq. (18). Furthermore,

lim
a01 ! 0
a02 ! 1

s� ¼ 1
2

ð22Þ

corresponds to the interaction of a point particle with a plane, according to Eq. (20);
and

lim
a01 ! 1
a02 ! 1

s� ¼ 0 ð23Þ

Fig. 3 Schematic illustration of various geometries between the limits s� ¼ 0 to s� ¼ 1, for
s� � s=2a. The sphere radii in the given examples, which all correspond to a surface-to-surface
separation of s� ¼ 10 nm, are: (i) a1 = a2 = 0.5 m, (ii) a1 = 5 nm and a2 = 7.5 nm, and (iii)
a1 = a2 = 0.05 nm. At s� ! 0, the interacting system is close to the geometric limit of two planes,
and at s� ! 1, the system is close to the geometric limit of two point particles. The range of values
of s� from 0 to 1 corresponds to a continuum of all possible combinations of sphere size and
separation distance
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corresponds to the interaction between two planes. As illustrated in Fig. 3, for any
possible combination of sphere size and separation distance, the value of s� lies
within the range [0, 1]. A value of s� close to unity indicates that the system is close
to the geometric limit of two point particles, and a value of s� close to zero indicates
that it is close to the limit of two planes.

4 Graphical Representation of the Scaled
Surface-to-Surface Separation

Figure 4 illustrates how the scaled surface-to-surface separation s� depends on a1′
and a2′. As shown in Fig. 4a, each value of s� for 0\s�\1 does not correspond to a
unique geometry, but rather to a range of possible combinations of a1′ and a2′. If,
for example, a2′ increases while a1′ remains unchanged, the value of s� would
decrease. To return to the original value of s�, one can move in the direction of
decreasing a1′ until the contour line of the original value of s� is reached. Figure 4b
is a ln-ln plot of the same contour map, which illustrates a difference in the
dependence of s� on a1′ and a2′ between cases of s�\0:5 and cases of s� [ 0:5.
Consider the regime of s�\0:5: At any given value of s�, if a1′ increases indefi-
nitely, a2′ will decrease towards a finite value. If a2′ decreases towards zero while
a1′ increases indefinitely, the value of s� will instead approach 0.5 which describes,
among many others, a point-plane geometry. But if a2′ remains unchanged for
increasing a1′, the value of s� will decrease towards a finite value, which describes a
particular range of sphere-plane geometries.

Fig. 4 Contour maps of the scaled surface-to-surface separation s� � s=2a, showing its
dependence on a1′ and a2′ in (a), and on ln(a1′) and ln(a2′) in (b). The dimensionless parameter
s� approaches unity if the system is close to the geometric limit of two point particles at
a1′ = a2′ = 0. The values of s� ranging between 0 and 1 correspond to particular combinations of
a1′ and a2′. The ln-ln plot in (b) illustrates a difference in the behaviour of s� between cases of
s�\0:5 and cases of s� [ 0:5
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Now consider the regime of s� [ 0:5. At any given value of s�, if a1′ decreases
towards zero, a2′ will increase towards a finite value. If a2′ increases indefinitely
while a1′ decreases towards zero, the value of s� will approach 0.5, again for a
point-plane geometry. But if a2′ remains unchanged while a1′ decreases, the value
of s� will increase towards a limit which is less than unity, because in this case the
parameter s� describes only a particular range of point-sphere geometries but not the
geometric limit of a pair of point particles.

5 Conclusions

A dimensionless, scaled surface-to-surface separation distance s� 2 [0, 1] has been
derived from the bispherical coordinate system to describe geometries of sphere-
sphere interactions. It serves as a measure of how close a system of interacting
spheres is to the geometric limit of two point particles or two planes. A value close
to unity indicates that the system is close to the limit of two point particles, and a
value close to zero indicates that the system is close to that of two planes. This
approach applies to all possible combinations of sphere size and separation dis-
tance, including ambiguous cases where a description of the interacting bodies as
spheres becomes questionable.
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Understanding the Electronic Structure
Properties of Bare Silver Clusters
as Models for Plasmonic Excitation

Lindsey R. Madison, Mark A. Ratner and George C. Schatz

Abstract We present a detailed study of the optical properties of tetrahedral silver
clusters ranging from Ag10 to Ag220 using frequency domain (FD) and real-time
(RT) time-dependent density functional theory. We compare the electronic structure
and optical properties of the clusters calculated with different exchange-correlation
functionals, different basis sets, and different DFT software packages. We also
present an analysis of the orbital contributions to the density of states, which for the
larger clusters can be decomposed into surface and bulk contributions. We find that
the description of optical properties is nearly insensitive to the choice of exchange-
correleation functional and results are consistent for FD and RT implementations.
Optical properties are sensitive to basis set selection however, and it is critical that
the basis set correctly describes d-orbitals. We show that FD-TDDFT provides
insights into the collective excitation nature of a plasmonic nanoparticle allowing us
to investigate the hot electron distribution produced immediately after plasmonic
excitation. This analysis shows that the electron distribution is largely a flat function
of electron energy in the range between zero and the photon energy for a plasmonic
transition whereas it is strongly peaked close to zero for an interband transition.
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1 Introduction

Silver clusters having 20–220 silver atoms have recently played an important role
as models for using electronic structure theory to understand the properties of
plasmonic nanoparticles [1, 2]. It has been found that bare silver clusters in this size
range have optical spectra that are related to what is found for much larger silver
particles (10–20 nm) often having strong conduction band transitions in the 2.5–
3.7 eV range that are related to the strong plasmon band seen in the extinction
spectra of the larger nanoparticles. Significant size-dependent effects have been
noted [3], such as strongly blue-shifted extinction bands in the smaller clusters, and
by studying a range of cluster sizes, a linear variation of cluster excitation energies
with inverse cluster size has been found [4]. Extrapolation of the cluster results to
the large particle limit leads to spectra that are in reasonable agreement with the
results of electrodynamics calculations for 20 nm clusters [4]. There have also been
attempts to study other optical properties for these clusters, such as the Raman
spectra of adsorbed molecules [5], and enhancement factors have been estimated
[6]. However the intrinsic size-dependence of the cluster optical properties provides
significant uncertainty in the connection of these results with surface enhanced
Raman spectroscopy (SERS) measurements that are always done on much larger
particles. There have been similar optical property studies for bare gold clusters that
have been done for silver clusters, however 20 atom gold clusters do not show
strong conduction band transitions that are as easily connected with the larger
nanoparticle results as for silver [3], so gold clusters have been less popular for
these studies. There have also been studies of bimetallic (silver-gold) clusters [7, 8].

The spectra of bare size-dependent silver clusters with about 20 atoms have
rarely been studied experimentally, and only limited information is available for
cluster sizes up to 22 atoms, in rare gas matrices where structures are unknown [9,
10]. There have also been theory studies using density functional theory [9],
including a recent study of clusters sizes up to 75 atoms [11]. These studies show
that the ground state of Ag20 has a low symmetry, compact structure rather than
being a tetrahedron with the energy difference between the structures being 0.98 eV
at the PW91 level of theory. Tetrahedral structures have usually been used for Ag20,
Ag84, and Ag120 as these are closed shell structures that have especially simple
spectra (typically dominated by one strong conduction band transition which is
sometimes replaced by a clump of closely spaced lines due interaction between the
bright state and background states) [4]. For compact clusters other than the tetra-
hedra [9], one still obtains spectra that are dominated by conduction band transi-
tions, although the conduction band spectra are usually multipeaked. The latter
property makes it harder to distinguish intrinsic contributions to the plasmon width
from heterogeneous broadening effects. Also, in all spectra there are transitions that
arise from D-band orbitals, the interband transitions. These are mostly important at
higher energies, but they also define a broad background to the conduction band
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structure. All of the discussion in this manuscript is focused on bare silver clusters,
but there is also an extensive literature related to clusters with ligands, especially for
gold clusters [1], but we will not consider this possibility.

In this paper we study the spectra of bare silver clusters in more detail than in
past work, with the goal of determining sensitivity of the results to the electronic
structure model used and to cluster structure. We also study the nature of the
excited states that are produced in plasmon-like intraband excitation, and contrast
that with results for interband excitation that is also found for the clusters we have
studied. Much of our focus is on the tetrahedral structures of Ag20 and Ag84,
corresponding to particles between 0.9 and 1.5 nm in size, so that we can study
trends in the results with cluster size. However we also consider a broader range of
clusters going from Ag10 to Ag220 to establish trends in the results with cluster size.
In all calculations we use time-dependent density functional theory (TDDFT), but
here we consider both the frequency domain (FD) version that is contained in
NWChem and Amsterdam Density functional theory (ADF) and the real-time (RT)
version that is available in CP2K. These three codes provide access to a variety of
density functionals and basis sets, so it is important to determine how the results
differ as there have been many recent calculations based on these codes [1, 12–14],
using the Ag20 cluster as a reference for understanding SERS. Both NWChem and
CP2K rely on pseudopotentials for describing the core electrons, and we also
investigate a jellium model for a pseudopotential and a dual-space separable model.

In a RT-TDDFT study, Chen et al. [12] developed a method for calculating
absorption spectra of molecules interacting with metal particles by integrating the
time-dependent Kohn-Sham equations subject to a short (1 fs) pulse of light that
couples to the molecule and particle through the dipole μ · E interaction. The field
E is obtained either for the field in vacuum or from an electrodynamics calculation
if one wants to include a nearby particle. In the latter case, this approach makes it
possible to describe plasmon enhancement classically, and then the molecular
response with RT-TDDFT (and thus the method is called QM/ED). In this proce-
dure, the induced dipole resulting from the μ · E perturbation is Fourier transformed
to determine the polarizability. The absorption is proportional to the imaginary part
of the polarizability. A key component of this approach is that the dipole is assumed
to be damped in determining the Fourier transform, using a damping energy
(0.1 eV) that is derived from the plasmon width for bulk silver. Except for the
electrodynamics description of the metal particle, the theory is the time domain
version of a frequency domain approach that included damping that was developed
by Jensen et al. [15] and used with the ADF code. In either the frequency or time
domain, the inclusion of a cluster of atoms from the particle in the TDDFT cal-
culation makes it possible to describe chemical effects in SERS. However this
procedure was not done in the past work, and no silver cluster extinction spectra
were generated using TDDFT.

A similar QM/ED theory, but now in the frequency domain, was recently pre-
sented by Mullin and coworkers [13, 14], who used an approach similar to Jensen
and coworkers, but with the NWChem code. In describing SERS, the particle is
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treated with classical electrodynamics, and then the field is input to a TDDFT
calculation for the particle.

In a later paper, this approach was extended to include a cluster of metal atoms to
describe the chemical effect in SERS with a separate calculation where classical
electrodynamics is used to describe electromagnetic enhancements, using what was
termed an overlay theory [16].

What is still missing in this previous work is a unified calculation that includes
both chemical and electromagnetic effects for large clusters. A reason for this is that
realistic cluster models of plasmonics are still quite limited. The present study is
therefore motivated by these earlier papers, as the ability of electronic structure
codes to describe silver clusters is crucial to the ultimate goal of including a cluster
of silver atoms in the QM/ED calculation.

Silverstein and Jensen have recently studied the effect of using long-range cor-
rected density functionals on the spectra of Agn (n = 4–20) [17]. For the smaller
clusters, coupled cluster calculations were also done to provide a higher level ref-
erence for comparison with the TDDFT results. Several functionals were considered,
and in general it was found that the corrected functionals give more accurate ioni-
zation potentials. The influence of these functionals on the absorption spectra of Ag20
is more subtle, with only small improvements in the absorption spectra. This also
provides motivation for the present study, where we examine very simple functionals
to see if these might be adequate for the description of absorption spectra.

2 Methods

Time dependent density functional theory has been implemented in two different
ways; in the time domain referred to as real-time TDDFT (RT-TDDFT) and in the
frequency domain (FD-TDDFT). These two methods are equivalent in that they both
solve the time-dependent Kohn-Sham equations using a scheme proposed by Runge
and Gross [18]. However there are differences in their implementation in different
codes, as we show below, such that even the same functional and basis set can give
different results. Below we describe our implementation of these approaches where
we have considered both calculations that make the different codes as close as pos-
sible, and where we also consider unique capabilities of each code.

2.1 RT-TDDFT

RT-TDDFT has been implemented using the CP2K molecular simulation software
with pseudopotentials to simplify the electronic description [19]. These pseudo-
potentials account for 36 core electrons and the nuclear charge in each Ag atom,
thus the potentials are optimized for eleven valence electrons [20]. Two different
types of pseudopotentials were explored: a separable dual-space Gaussian
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Pseudopotential and a Jellium model. Hybrid Gaussian and plane wave basis sets
are used in these calculations [21]. These basis sets have been optimized for
selected exchange-correlation (XC) functionals, namely the PBE and Pade XC
functional, and as a result the PBE calculation based on CP2K is not rigorously the
same as the PBE calculation with NWChem or ADF.

Geometry optimizations were performed on each initial silver cluster we con-
sidered and with each choice of functional and pseudopotential, using the conjugate
gradient method. Following geometry optimization, RT-TDDFT was performed
with CP2K, using a timestep of 1 atomic unit, 2.42 × 10−17 s, and each calculation
has a total of 2,000 steps, or 48.4 fs duration. The RT-TDDFT calculations
determine the time-dependent dipole moment of the molecule, which can be used to
determine the optical spectra. This approach has been described by Chen [12] and
will be briefly reviewed here.

To calculate spectra, the time-dependent dipole moment, Pj(t) is used to calculate
the induced time-dependent dipole Pj

I(t) using:

PI
j ðtÞ ¼ PjðtÞ � Pjð0Þ; ð1Þ

A damped dipole is then defined:

PI;D
j ðtÞ ¼ PI

j ðtÞe�Ct ð2Þ

to incorporate the effects of excited state damping due to dephasing and relaxation.
The damping parameter C is chosen to be 0.10 eV, which is consistent with earlier
work [12], and it leads to e−Γt being 6.4 × 10−4 at the end of the time integration.
Although this is an ad hoc method for incorporating the effect of a finite plasmon
lifetime on optical response, it is consistent with the previous RT work [12] and is
also related to earlier FD theory [4]. The main difference between the FD and RT
approaches is that the FD evaluation is done in the linear response approximation
while this is not required in RT. However the fields we impose in the RT calcu-
lations are sufficiently weak that the linear-response limit is satisfied.

The Fourier transform of the induced, damped dipole is defined in the usual way,
and is approximated to be a sum over the simulation time (2,000 time-steps, 48 fs):

PI;D
j ðxÞ ¼

Z
eixtPI;D

j ðtÞdt ¼
XT
i¼0

eixtiPI;D
j ðtiÞ ð3Þ

The polarizability associated with an induced dipole in the j direction that results
from light polarized in the i direction is then given by:

aijðxÞ ¼
PI;D
j ðxÞ
EiðxÞ ¼

P
n e

ixtnPI;D
j ðtnÞ

EiðxÞ ð4Þ

Understanding the Electronic Structure Properties … 41

elena.bichoutskaia@nottingham.ac.uk



The absorption cross section is defined as proportional to the sum of the
imaginary components of the polarizability:

rðxÞ ¼ 4px
c

1
3
ðaxx þ ayy þ azzÞ

� �
imaginary

ð5Þ

2.2 FD-TDDFT

TDDFT is implemented in NWChem [22, 23] and ADF [24–26] in the frequency
domain with the random phase approximation (RPA) to determine the frequency
and intensities of single electron transitions. The PBE generalized gradient
approximation [27] was employed for the ADF and NWChem calculations as it was
for the CP2K calculations.

For NWChem, the CRENBS basis set, a Gaussian basis set, was used along with
the accompanying effective core potential in NWChem [28]. The effective core
potential is comparable in purpose to the pseudopotentials used in CP2K except that
the CRENBS is of the form of a Gaussian expansion while the CP2K pseudopo-
tentials are separated into local and nonlocal Gaussian functions with the use of
error functions [19]. NWChem has the added capability of utilizing symmetry to
simplify the geometry optimization. Unfortunately, because tetrahedral symmetry
(Td) is a non-abelian symmetry group, this high symmetry cannot be utilized in the
TDDFT calculations with NWChem. C2 symmetry, which is an abelian symmetry
group, was employed during the TDDFT calculation instead.

For ADF, the TZP.4p basis set was used. This basis set is known as a large core
basis set. Rather than representing the core electrons as a pseudopotential, the core
states are kept frozen in their atomic orbital configuration. That is, the energy levels
that make up the noble gas core (Kr) of each silver atom are still present but they are
not perturbed by the existence of neighboring atoms while the valence 5s2 and 4d9

electrons are perturbed. This has the benefit of making TDDFT calculations of large
clusters tractable. Furthermore, ADF takes advantage of tetrahedral symmetry and
the abelian symmetry group, further reducing computational time and memory
requirements.

For both ADF and NWChem, two methods are available to determine the optical
spectra of the silver clusters: first, the calculation of the linear response at each
frequency, and second, the calculation of the poles of the response function. The
calculation of linear response is implemented in the AOResponse module [15, 29,
30] and a 0.1 eV energy discretization was used. The calculation of the poles of
response function is implemented in the NWChem TDDFT module and the ADF
Excitations module [31, 32]. The poles of the response function are broadened
using a convolution of the poles of the response function with a Lorentzian function
that has a full width at half maximum of 0.2 eV, consistent with previous work [4].
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3 Results and Discussion

3.1 Comparison of RT-TDDFT and FD-TDDFT

3.1.1 Optical Properties

We first consider the absorption spectrum of Ag20 and Ag84 with the level of theory
of ADF, NWChem and CP2K chosen to be as close to the same as possible. Thus
we use PBE for all calculations, with the primary difference being in the pseudo-
potential and basis set. Figure 1 presents the resulting spectra, including stick
spectra derived from the FD calculations. For Ag84 we did not include NWChem
results as the computational memory requirements needed to study this system are
beyond our capabilities due to the lack of inclusion of tetrahedral symmetry in the
calculations.

We see that the absorption spectra from the different codes are similar, but not
the same. There is a strong intraband transition at 3.6 eV for Ag20 and 3.0 eV for
Ag84, with the differences between the three codes being less than 0.2 eV for each
cluster. In addition, there are interband transitions at higher energies (4–6 eV).
These correspond to transitions from filled the D-band to unoccupied SP-band, and
we see that CP2K predicts a greater number of interband transitions and at greater
intensity than the other codes.

A broader comparison between the optical properties from RT and FD calcu-
lations is presented in Fig. 2. Also included in this figure are results previously
generated by Aikens [4] using ADF with the BP86 functional and a DZ basis set.
The figure indicates that all methods show a nearly linear relationship between the
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Fig. 1 Optical spectra of Ag20 (left) and Ag84 (right) calculated from the time domain
implementation CP2K (XC:PBE) (top), a frequency domain implementation using NWChem (XC:
PBE; Basis Set: CRENBS) (middle, left) and another frequency domain implementation using
ADF (XC:PBE; Basis Set: TZVP.4P) (bottom). For Ag84 only the CP2K (top) and ADF (bottom)
results are presented
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inverse of the edge length of the tetrahedral nanoparticles and the energy of the
dominant transition. Our RT results compare well with previous work performed by
Aikens et al., and we see that the linear relationship continues to larger particles,
Ag165 and Ag220 than were considered in the FD studies. The linear relationship in
Fig. 2 indicates asymptotic convergence (large particle limit) of the absorption peak
at 2.54 eV.

3.1.2 Electronic State Density

Similarities in optical spectra are reflected in similarities in the electronic state
density as seen in Fig. 3 where Ag20 and Ag84 are compared. For NWChem and
ADF, only electronic states between approximately −10 and 10 eV are considered
while CP2K includes much higher energy states, up to 70 eV. As particle size
increases, predictably, the number of states increases as well. However the relative
positions of the D-band and SP-band do not change, and in fact the results for the
three codes for energies within a few eV of the Fermi energy are reasonably close.

The high density of states in the range −8 to −2 eV is due to the D-band. Notice
that the D-orbitals are lower energy in the NWChem results than those calculated
by CP2K and ADF in Fig. 3. This could make the interband transitions less
accessible in the NWChem results, but the results in Fig. 1 show little difference
with ADF. States higher than −2 eV are SP hybrid states with some D-orbital
character included.
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Fig. 2 Energy of the plasmon transition versus the inverse of edge length for clusters ranging in
sizes from Ag10 to Ag220 calculated with RT-TDDFT results (squares) shows good agreement with
the results from Aikens [4] using FD-TDDFT method with ADF and a DZ basis set with BP86 XC
functional (stars). Also plotted are FD-TDDFT calculations using ADF and the TZP basis set with
the PBE functional (X symbols). Line fit E(eV) = 1.04 ± 0.8 (eV nm) L−1 (nm−1) + 2.54 ± 0.06 (eV)
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3.1.3 Comparison of RT-TDDFT Results for Different Exchange-
Correlation Functionals, Pseudopotentials, and Basis Set
Descriptions

Two exchange-correlation functionals were used in CP2K, the PBE functional [27]
and the Pade LDA functional [33]. Optical spectra (Fig. 4a, b) using these different
methods are very comparable both in the location of the intraband transitions and
the intensity of the transitions. The pseudopotential choice for the jellium model
resulted in qualitatively different optical spectra (Fig. 4c), specifically in the energy
location and predicted intensities of both the intra and interband transitions. The
Pade LDA XC functional has two optimized basis sets, one with 11 valence
electrons, and the other with 1 valence electron per silver atom. When the basis set
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Fig. 3 The density of states as calculated by CP2K (top), ADF (middle), and NWChem (bottom)
for Ag20 (left) and Ag84 (right)
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Fig. 4 Optical spectra of Ag84 tetrahedral clusters calculated with CP2K and different exchange-
correlation functionals. a PBE; b Pade LDA with 11 valence electrons per silver atom; c Pade
LDA with the jellium pseudopotential; d Pade LDA with 1 valence electron per silver atom
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with only one valence electron is used, the electronic absorption spectrum shows no
transitions in the energy range considered (Fig. 4d).

Some electronic understanding of these spectra can be obtained from the ground
state electronic structure of the clusters. CP2K reports the decomposition of the
states into their angular momentum contributions. This is presented in Fig. 5. The
lowest energy states between −8 and −2 eV and the highest state density are mostly
D in character. Between −2 and 25 eV the states are a mixture of P and D character,
followed by an S-band at 30 eV, and a P-band at 37 eV. Regardless of the XC
functional and corresponding optimized basis set used in CP2K, the density of
states and contributions for S, P and D orbitals are qualitatively similar as can be
seen when comparing Fig. 5a with Fig. 5b.

When using a Jellium model to describe the pseudopotential (Fig. 5c) there are
no low energy states of D character observed. The differences between density of
states of the Jellium model and the Pade LDA model seem to indicate that the D-
band plays an important role in energy and intensity of both the interband and
intraband transitions. For Ag84 the optical spectrum using the Jellium pseudopo-
tential model and hybrid Gaussian separable dual-space pseudopotentials (Fig. 4b,
c) have a similar dominant feature near 3 eV. However, the intensities of transitions
are not comparable, the energies of the intraband transition disagree by about
0.5 eV, and the intraband transitions differ significantly qualitatively.

Figure 5d shows that a basis set describing only one valence electron modeled
with S and P orbitals is insufficient at capturing the interband and intraband tran-
sitions in Fig. 4. The density of states profile is very dissimilar to the 11 valence

(a) (c)

(b) (d)

Fig. 5 The density of states for Ag84 decomposed into the contribution of silver’s atomic orbitals:
S (solid black), P (diagonal lines), and D (hatch marks) modeled with a the PBE XC functional
and accompanying optimized basis set, b the Pade XC functional and the accompanying optimized
basis set for 11 valence electrons, c the Pade XC functional and the Jellium pseudopotential for 11
valence electrons, and d and the Pade XC functional with the optimized basis set for 1 valence
electron per silver atom and the separable dual-space pseudopotential
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electron models (Fig. 5a–c). The lack electronic transitions in Fig. 4 may be
ascribed to the minimal number of electrons in this model and the complete lack of
D orbitals in the basis set.

3.1.4 Size and Geometry of Clusters

We varied the tetrahedral cluster size from Agn from n = 10, 20, 35, 56, 84, 120,
165, and 220. Figure 6 shows the resulting spectra from a subset of cluster sizes,
based on CP2K and the PBE functional, with full geometry optimization performed
on all clusters smaller than 165 atoms. A red shift in the plasmon-like intraband
transition is seen as the cluster size goes from Ag10 (3.9 eV) to Ag220 (2.9 eV).
There is only a small change of 0.1 eV between the energy of intraband transitions
as the particles increase from Ag84 to Ag220. Predictably, the intensities of both the
intraband transition and the interband transitions increase as the cluster size
increases.

Figure 7 demonstrates the difference in the optical spectra between an open shell
Ag35

+1 and a closed shell Ag35
−5.The optical spectrum of Ag35

+1 has two transitions of
nearly equal intensity in the intraband region. Ag35

−5, however has only one peak as
is consistent with the other closed shell silver tetrahedral particles. This shows
sensitivity of the results to shell closing, and it provides justification for considering
a consistent series of closed shell structures in this study.

Figure 8 shows densities of states of the Ag120 cluster, here organized according
to the orbitals that belong to atoms in the outer two layer shell of silver atoms, or
atoms in the inner core of the cluster (see inset of figure). There are more shell states
than core states because there are more shell atoms (100) than core atoms (20). The
figure shows that the shell states are found throughout the energy range important to
plasmonic transitions, so at least in this size range it is not useful to partition the
atoms into shell and core atoms. This may be related to the fact that the even the
core atoms are relatively close to the surface.
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4 Insights into Hot Electron Properties

A significant benefit of the FD approach is the added chemical intuition derived
from expressing the electronic excitation as a linear combination of orbital exci-
tations in the silver atomic orbital basis. Figure 9 is an energy level diagram that
shows that for the Ag84 cluster, the plasmon peak found at 2.98 eV is made up of 15
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Fig. 7 Optical absorption spectra of Ag35
−5 (solid) and Ag35

+1 (dashed) using RT-TDDFT and the
PBE XC functional and PBE optimized basis set. Ag35

−5 has a closed shell electronic structure Ag35
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transitions from the occupied SP hybrid orbitals to the virtual SP hybrid orbitals.
This can be characterized as an intraband transition and is consistent with a classical
electrodynamic description. As seen on the right in Fig. 9, the single particle
transitions of a high energy (4.11 eV) pole of the linear response function originate
from occupied D atomic orbitals combined with some transitions that have SP
character. This single particle transition diagram is typical of all of the higher
energy poles of the linear response function between 3.5 and 6 eV and is consistent
with the D character of interband transitions observed in bulk silver.

To gain insight into the hot electron population after plasmonic excitation, we
sum over the weights of the single particle transitions that make up each electronic
transition. This can be expressed as:

DNðmÞ ¼
X
i

X
j2X

wijðmÞfj ð6Þ

where ΔN(m) is the change in occupancy of unoccupied state m due to single particle
transitions i that comprise the electronic transitions j in the region of the spectrum X,
where X is chosen to be either interband or intraband transitions. ΔN(m) is calculated
from the weight, wij, of the single particle transition and oscillator strength fj.

The change in hot electron population due to the intraband transition for Ag84
(between 2.5 and 3.5 eV) in Fig. 1e is shown in the top panel of Fig. 10. The
plasmon transition produces hot electrons with a wide range of electron energies
above the Fermi level, with the distribution being nearly a flat function of electron
energy up to the maximum allowed by energy conservation. In contrast to this, the
electron population for interband transitions in Ag84 (the bottom panel) is peaked
near zero energy, indicating the dominance of transitions in which the final state is
close to the Fermi energy.
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Fig. 9 This is an energy level diagram showing the single particle transitions that make up the
dominant (plasmon-like) excitation at 2.98 eV in the absorption spectrum of Ag84 (left) and a
higher, interband transition at 4.11 eV (right). The horizontal lines indicate the occupied (solid)
and virtual (dashed) atomic orbitals of the system. The Y axis is the energy from the fermi energy.
The vertical arrows indicate the single particle transitions that make up a single pole of the linear
response function. The width of a vertical line reflects the weight or importance of that single
particle transition in the overall excitation
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5 Conclusions

We have performed TDDFT calculations on a range of silver tetrahedral nano-
particle sizes using time domain and frequency domain methods. The optical
response of the silver tetrahedral nanoparticles can be characterized as having a
dominant intraband transition around 3 eV, with the smallest clusters being blue
shifted relative to the larger clusters. The three codes we considered all give similar
results for optical spectra and state densities when the functionals, basis sets and
pseudopotentials are chosen to be as similar as possible. This is an encouraging
result, as it means that we can use the different methods somewhat interchangeably.
Using RT-TDDFT we have also determined that both GGA and LDA exchange-
correlation functionals give similar optical response. It is important to use an
appropriate basis set that includes 11 valence electrons for each silver atom and
accurately describes the D orbitals. Using NWChem and ADF, both FD-TDDFT
methods, we found that a smaller basis set is sufficient for determining linear
response properties and the poles of the response function.

The electronic transitions can be described as a linear combination of single
particle transitions from occupied atomic orbitals to unoccupied atomic orbitals. It
was found that interband, plasmon-like transitions near 3 eV result in electron
populations that are largely a flat function of electron energy. It has been found that
states far above the Fermi level are excited with significant probability. However
intraband transitions result in electrons close to the Fermi level.
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Fig. 10 The vertical axis refers to the change in electron occupation for the electronic states at
energies above the Fermi energy, as indicated by the horizontal axis. Here we compare the
population change from two regions of the Ag84 spectrum seen in Fig. 1, for the plasmon-like
dominant transition at 3 eV (top), and for the interband transitions from 3.75 to 5 eV (bottom)
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Optimized Perturbation Theory for
Calculating the Hyperfine Line Shift
and Broadening of Heavy Atoms
in a Buffer Gas

Olga Yu. Khetselius

Abstract A consistent relativistic approach, based on the atomic gauge-invariant
relativistic perturbation theory and the exchange perturbation theory, is presented
and applied to calculating the interatomic potentials, van der Waals constants,
hyperfine structure line collision shift and broadening for heavy atoms in an
atmosphere of the buffer inert gas. The corresponding data on the collision
hyperfine line shift and broadening for the thallium, alkali (Rb, Cs) and lanthanide
(ytterbium) atoms in an atmosphere of the inert gas (He, Kr, Xe) are listed and
compared with available alternative theoretical and experimental results.

Keywords Relativistic many-body perturbation theory � Exchange perturbation
theory � Interatomic potentials and hyperfine line collision shifts � Alkali and
lanthanide atoms in a buffer gas

1 Introduction

The broadening and shift of atomic spectral lines by collisions with neutral atoms
has been studied extensively since the very beginning of atomic physics, physics of
collisions etc. [1–12]. High precision data on the collisional shift and broadening of
the hyperfine structure lines of heavy elements (alkali, alkali-earth, lanthanides,
actinides and others) in an atmosphere of the buffer (for example, inert) gases are of
a great interest for modern quantum chemistry, atomic and molecular spectroscopy,
astrophysics and metrology as well as for studying a role of weak interactions in
atomic optics and heavy-elements chemistry [1–24]. As a rule, the cited spectral
lines shift and broadening due to a collision of the emitting atoms with the buffer
atoms are very sensitive to a kind of the intermolecular interaction. It means that
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these studies provide insight into the nature of interatomic forces and, hence, they
provide an excellent test of theory.

An accurate analysis of the spectral line profiles is a powerful technique for
studying atomic and molecular interactions and is often necessary for probing
matter in extreme conditions, such as in stellar atmospheres, ultracold traps and
Bose–Einstein condensates [5–7, 13, 14]. Besides, calculation of the hyperfine
structure line shift and broadening allows to check a quality of the wave functions
(orbitals) and study a contribution of the relativistic and correlation effects to the
energetic and spectral characteristics of the two-center (multi-center) atomic systems.
From the applied point of view, the mentioned physical effects form a basis for
creating an atomic quantum measure of frequency [22–29]. The corresponding
phenomenon for the thallium atom has attracted a special attention because of the
possibility to create the thallium quantum frequency measure. Alexandrov et al. [26]
have realized the optical pumping thallium atoms on the line of 21 GHz, which
corresponds to transition between the components of hyperfine structure for the Tl
ground state. These authors have measured the collisional shift of this hyperfine line
in the atmosphere of the He buffer gas.

The detailed non-relativistic theory of collisional shift and broadening the
hyperfine structure lines for simple elements (such as light alkali elements etc.) was
developed by many authors (see, for example, Refs. [1–35]). However, until now an
accuracy of the corresponding available data has not been fully adequate to predict
or identify transitions within accuracy as required for many applications. It is
obvious that correct taking into account the relativistic and correlation effects is
absolutely necessary in order to obtain sufficiently adequate description of spec-
troscopy of the heavy atoms in an atmosphere of the buffer gases. This stimulated
our current investigation whose goals were to propose a new relativistic perturba-
tion theory approach to calculating the interatomic potentials and hyperfine struc-
ture line collision shifts and broadening for the alkali and lanthanide atoms in an
atmosphere of the inert gases. The basic expressions for the collision shift and
broadening hyperfine structure spectral lines are taken from the kinetic theory of
spectral lines [13, 14, 16, 17, 25–27, 30–32].

The exchange perturbation theory (the modified version EL-HAV) has been used
to calculate the corresponding potentials (see details in [1–12]). Let us note that
sufficiently detailed reviews of the different versions of exchange perturbation
theory are presented, for example, in Refs. [1–21]. It is worth to remind about the
known difficulties of the exchange perturbation theory, associated with complex
structure series, which contain the overlap integrals and exchange integrals [1, 2].
Due to the ambiguity of the expansion in the antisymmetric functions it had been
built a number of different formalisms of an exchange perturbation theory. Usually
one could distinguish two groups in dependence on the zero-order approximation of
the Hamiltonian. In the symmetry adapted theories the zeroth-approximation
Hamiltonian is an asymmetric, but the zeroth-approximation functions have
the correct symmetry. In symmetric formalisms there is constructed a symmetric
zeroth-approximation Hamiltonian such as the antisymmetric function is its eigen
function. Further formally standard Rayleigh–Schrodinger perturbation theory is
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applied. However, this approach deals with the serious difficulties in switching to
systems with a number of electrons, larger than two. In addition, the bare Hamil-
tonian is not hermitian.

So the symmetry adapted theories gain more spreading. In particular, speech is
about versions as EL-HAV (Eisenschitz-London-Hirschfelder–van der Avoird),
MS-MA (Murrel-Shaw-Musher-Amos) and others (see details in Refs. [8–12]). The
detailed analysis of advantages and disadvantages of the exchange perturbation
theory different versions had been performed by Batygin et al. (see, for example,
[25–27, 30–32]) in studying the hyperfine structure line shift of the hydrogen atom
in an atmosphere of an inert buffer gas. In our work the modified version of the EL-
HAV exchange perturbation theory has been used to calculate the corresponding
potentials (see details in [8–10]). On fact [8–10] this is the Schrödinger type per-
turbation theory for intermolecular or interatomic interactions, using the wave
operator formalism. To include all exchange effects, wavefunctions are used whose
symmetry with respect to permutations of both electronic and nuclear coordinates
can be prescribed arbitrarily. The interaction energy is obtained as a series in
ascending powers of the interaction operator. Further van der Avoird [8–10] has
proved that every term in this series is real and that the terms of even order are
negative definite for perturbation of the ground state. It has been also verified that
up to and including third order the results of this theory, if they are restricted to
electron exchange only, agree exactly with those of the Eisenschitz-London theory
(see other details in Refs. [1–12]).

The next important point is choice of the most reliable version of calculation
for multielectron atomic field and generating the basis of atomic orbitals. In Refs.
[36–54] a consistent relativistic energy approach combined with the relativistic
many-body perturbation theory has been developed and applied to calculation of
the energy and spectroscopic characteristics of heavy atoms and multicharged ions.
This is the relativistic many-body perturbation theory with the optimized Dirac-
Fock (Dirac-Kohn-Sham) zeroth approximation and taking into account the nuclear,
radiation, exchange-correlation corrections. It is worth to remind that this approach
has been successfully used to calculate the β-decay parameters for a number of
allowed (super allowed) transitions and study the chemical bond effect on β-decay
parameters [53]. This approach has been used in our work to generate a basis of
relativistic orbitals for heavy atoms. Besides, the correct procedures of accounting
for the many-body exchange-correlation effects and relativistic orbital basis opti-
mization (in order to provide a performance of the gauge-invariant principle) as
well as accounting for the highly excited and continuum states have been used.

Earlier it was shown [40–54] that an adequate description of the energy and
spectral characteristics of the multi-electron atomic systems requires using the
optimized basis of wave functions. In Refs. [55, 56] a new ab initio optimization
procedure for construction of the optimized basis had been proposed and based on
the principle of minimization of the gauge dependent multielectron contribution
ImδEninv of the lowest QED perturbation theory corrections to the radiation widths
of atomic levels. The minimization of the functional ImδEninv leads to the Dirac-
Kohn-Sham-like equations for the electron density that are numerically solved. This
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procedure has been implemented into our approach. In result, the numerical data on
the hyperfine line collision shifts and broadening for some alkali (Rb, Cs), thallium
and ytterbium atoms in atmosphere of the inert gas (such as He, Ke, Xe) are
presented and compared with available theoretical and experimental data (see, for
example, [1–27, 30–32]). Besides, new data on the van der Waals constants and
other parameters for the studied two-atomic systems are presented too.

2 Optimized Atomic Perturbation Theory and Advanced
Kinetic Theory of Spectral Lines

In order to calculate a collision shift of the hyperfine structure spectral lines one can
use the following expression known in the kinetic theory of spectral lines shape (see
Refs. [13–17, 25–27, 30–32]):

fp ¼ D
p
¼ 4pw0

kT

Z1

0

½1þ gðRÞ�dw Rð Þ exp �U Rð Þ=kTð ÞR2dR; ð1aÞ

g Rð Þ ¼ 2
3
ffiffi
p

p � U Rð Þ
kT

� �3=2
; U\0;

0; U[ 0;

(
ð1bÞ

Here U(R) is an effective potential of interatomic interaction, which has the central
symmetry in a case of the systems A–B (in our case, for example, A = Rb, Cs;
B = He); T is a temperature, w0 is a frequency of the hyperfine structure transition in
an isolated active atom; dω(R) = Dw(R)/w0 is a relative local shift of the hyperfine
structure line; ð1þ gðRÞÞ is a temperature form-factor.

The local shift is caused due to the disposition of the active atoms (say, the alkali
atom and helium He) at the distance R. In order to calculate an effective potential of
the interatomic interaction further we use the exchange perturbation theory for-
malism (the modified version EL-HAV) [20, 21].

Since we are interested by the alkali (this atom can be treated as a one-quasiparticle
systems, i.e. an atomic system with a single valence electron above a core of the
closed shells) and the rare-earth atoms (here speech is about an one-, two- or even
three-quasiparticle system), we use the classical model for their consideration. The
interaction of alkali (A) atoms with a buffer (B) gas atom is treated in the adiabatic
approximation and the approximation of the rigid cores. Here it is worth to remind
very successful model potential simulations of the studied systems (see, for example,
Refs. [27–29, 33–84]).

In the hyperfine interaction Hamiltonian one should formally consider as a
magnetic dipole interaction of moments of the electron and the nucleus of an active
atom as an electric quadrupole interaction (however, let us remind that, as a rule, the
moments of nuclei of the most (buffer) inert gas isotopes equal to zero) [13, 14].
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The necessity of the strict treating relativistic effects causes using the following
expression for a hyperfine interaction operator HHF (see, e.g., [1, 2, 11, 12]):

HHF ¼ a
XN
i¼1

I
ai � ri
r3i

;

a ¼ �2l
e2h
2mpc

;

ð2Þ

where I—the operator of the nuclear spin active atom, αi—Dirac matrices, mp—
proton mass, l—moment of the nucleus of the active atom, expressed in the nuclear
Bohr magnetons. Of course, the summation in (2) is over all states of the electrons
of the system, not belonging to the cores. The introduced model of consideration of
the active atoms is important to describe an effective interatomic interaction
potential (an active atom–an passive atom), which is centrally symmetric (JA = 1/2)
in our case (the interaction of an alkali atom with an inert gas atom).

Let us underline that such an approximation is also acceptable in the case system
“thallium atom–an inert gas atom” and some rare-earth atoms, in spite of the
presence of p-electrons in the thallium (in the case of rare-earth atoms, the situation
is more complicated).

Next, in order to determine a local shift within the consistent theory it should be
used the expression obtained in one of versions of the exchange perturbation theory,
in particular, EL-HAV version (see [1–12, 18–21]). The relative local shift of the
hyperfine structure line is defined with up to the second order in the potential V of
the Coulomb interaction of the valence electrons and the cores of atoms as follows:

dx Rð Þ ¼ S0
1� S0

þ X1 þ X2 � C6

R6

2
Ea

þ 1
Ea þ EB

� �
; ð3aÞ

Ea;b ¼ Ia;b þ E1a;b
� �

=2: ð3bÞ

Here S0 is the overlapping integral; C6 is the van der Waals coefficient; I is the
potential of ionization; E1a,b is the energy of excitation to the first (low-lying) level
of the corresponding atom. The values Ω1, Ω2 in Eq. (3a) are the first order non-
exchange and exchange non-perturbation sums correspondingly. These values are
defined as follows:

X1 ¼ 2
N 1� S0ð Þq 0

X
k

0hU0
0ð1Þ H

0
HF

		 		U0
kð1ÞiVk0

E0 � Ek
ð4aÞ

X2 ¼ 2
N 1� S0ð Þq 0

X
k

0hU0
0 1ð Þ H 0

HF

		 		U0
k 1ð ÞiUk0

E0 � Ek
ð4bÞ
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q0 ¼ U1
0 1ð Þ H0

HF

		 		U0
0 1ð Þ
 �

= U1
0 1ð Þ U0

0 1ð Þ		
 �

where H0
HF ¼ ½a�r1�z

r31
is the transformed operator of the hyperfine interaction; ½a� r1�z

is Z component of the vector product; Z—quantization axis directed along the axis of
the quasi-molecule; N is the total number of electrons, which are taken into account
in the calculation; Ek, U

0
kð1Þ ¼ F0

k a
ð1Þuk b

ð2. . .NÞ are an energy and a non-sym-
metrized wave function of state k = {ka, kb} for the isolated atoms A and B.

The non-exchange matrix element of the Coulomb interatomic interaction is as:

Vk0 ¼ U0
kð1Þ Vð1Þj jU0

0ð1Þ

 �

: ð5aÞ

Correspondingly the exchange matrix element is as follows:

Uk0 ¼
XN
i¼2

U0
kð1Þ V ið Þj jU0

0ðiÞ

 � ð5bÞ

The operator V(i) [for example, in a case of the system Rb(a)–He(b)] can be
presented as follows:

VðiÞ ¼ USCF ra3ð Þ þ USCF ra4ð Þ � 2USCF Rð Þ þ 1
rbi

; ð6Þ

where USCF(r) is the self-conjunctive field, created by an active atom core.
The useful expressions for approximating the interaction potential and shift are

presented in Refs. [25–27, 30–32]:

UA�BðRÞ ¼ Uex
A�B � C6=R

6; ð7Þ

He-0A

B-0A
He-A

2/3
2

2/3
1B-A

2/1
00

2/1

0

)1(
B-A S

))())(
2

)(
S

RUR
N

R , ð8Þ
where the overlap integrals S0A-B are determined by the standard expressions, and
the potential Uex

A�B is calculated in the framework of the exchange perturbation
theory [25–27]:

Uex ¼ V00 � U00ð Þ= 1� S0ð Þ: ð9Þ

It should also be noted that as a rule, in the alternative non-relativistic theories of
[13–21] the commutator technique [30–32] is used when calculating the sums of the
type (4a, 4b). Earlier the reason of using actually approximate non-relativistic
methods was the lack of reliable information on the wave functions of the excited
states of the complex atoms. Starting approximations in alternative theories [25–27,
30–32] were rather simple approximations for the electronic wave functions of both
active and passive atoms. In particular, in Refs. [30–32] the electronic wave
functions were approximated by simple Slater expression (the approximation of the
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effective charge = Z-approximation) or simple analytical approximation formulas by
Löwdin (L-approximation) and Clementi-Roothaan (C-approximation) [85, 86] in
studying the shift and broadening the hyperfine lines for such atoms as He, Rb, Cs
etc. In Refs. [25–27] the wave functions had been determined within the Dirac-Fock
approximation, however, these authors had used the approximate non-relativistic
expressions to describe the interatomic interaction potential. Besides, determination
of the polarizabilities and the van der Waals constants has been performed with
using the following London’s expressions [13, 14, 25–27]:

CI
6 ¼

3
2
aAaB

IAIB
IA þ IB

; ð10aÞ

CII
6 ¼ 3

2
aAaB

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aA
nA

þ
ffiffiffiffiffi
aB
nB

qr ; ð10bÞ

CIII
6 ¼ 3

2
aBIB

X
k

fko
ðEo � EkÞðEo � Ek þ IBÞ

: ð10cÞ

where f is the oscillator strength, other notations are the standard. However, suf-
ficiently large error in definition of the van der Waals constants could provide a low
accuracy of calculating the interatomic potentials. It is worth to note that the authors
of the cited works indicate on the sufficiently large error (*50 %) in the calculation
of the collision shifts.

Let us return to consideration of the van der Waals coefficient C6 for
the interatomic A-B interaction. The van der Waals coefficient may be written as
[33–35, 87–90]:

C6ðL;MÞ ¼ C6;0ðLÞ � 3M2 � LðLþ 1Þ
ð2L� 1Þð2Lþ 3Þ � C6;2ðl), ð11Þ

where C6,0(L) is the isotropic component of the interaction and C6,2(L) is the
component corresponding to the P2(cosθ) term in the expansion of the interaction in
Legendre polynomials, where the angle specifies the orientation in the space-fixed
frame.

The dispersion coefficients C6,0(L) and C6,2(L) may be expressed in terms of the
scalar and tensor polarizabilities a0ðL; iwÞ and a2ðL; iwÞ evaluated at imaginary
frequencies [33–35]. In particular, one may write in the helium case as follows:

C6;0ðLÞ ¼ 3
p
�
Z1

0

a0ðL; iwÞ�aHeðiwÞdw; ð12Þ

where �aHe is the dynamic polarizability of He. The polarizabilities at imaginary
frequencies are defined in atomic units by the following formula:
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akðL;M; iwÞ ¼ 2
X
c;Mc

ðEc � ELÞj LM ĵzjLcMc

 �j2

ðEc � ELÞ2 þ w2
ð13Þ

where Eγ is the energy of the electronically excited state LcMc
�		 and the z axis lies

along the internuclear axis.
Obviously, generally speaking, the calculation of the dynamic polarizability and

the resulting van der Waals constants is connected with a summation over infinite
number of intermediate states (the states of the discrete spectrum and integrating
over the states of the continuous spectrum). This is a known problem, which greatly
complicates the computational procedure and significantly reduces an accuracy of
the computing the atomic characteristics.

On the other hand, it is known that the space of functions of the atomic states can
be stretched over the space of the Sturm orbitals, which is both discrete and
countable [13, 14, 67–70, 87, 88]. Thus, it allows to eliminate a problem of
accounting the continuous spectrum within the formally exact approach.

Naturally, the set of Sturm orbitals should be introduced with specially pre-
scribed asymptotics that is crucial for the convergence of the spectral expansion,
including a spectral expansion of the corresponding Green’s functions.

3 Relativistic Many-Body Perturbation Theory
with the Kohn-Sham Zeroth Approximation
and the Dirac-Sturm Method

3.1 Relativistic Many-Body Perturbation Theory
with the Kohn-Sham Zeroth Approximation

As it is well known (see also Refs. [1, 2, 15–17]), the non-relativistic Hartree-Fock
method is mostly used for calculating the corresponding wave functions. More
sophisticated approach is based on using the relativistic Dirac-Fock wave functions
(first variant) [57–59]. Another variant is using the relativistic wave functions as the
solutions of the Dirac equations with the corresponding density functional, i.e.
within the Dirac-Kohn-Sham theory [91–96]. In fact, the theoretical models
involved the use of different consistency level approximations led to results at quite
considerable variance.

It is obvious that more sophisticated relativistic many-body methods should be
used for correct treating relativistic, exchange-correlation and even nuclear effects
in heavy atoms. (including the many-body correlation effects, intershell correla-
tions, possibly the continuum pressure etc. [40–54]). In our calculation we have
used the relativistic functions, which are generated by the Dirac-Kohn-Sham
Hamiltonian [37, 48–54]. In a number of papers it has been rigorously shown that
using the optimized basis in calculating the atomic electron density dependent
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properties has a decisive role. This topic is in details discussed in many Refs. (see,
for example, [13, 14, 51–58, 60–63, 97]).

As usual, a multielectron atom is described by the Dirac relativistic Hamiltonian
(the atomic units are used):

H ¼
X
i

hðriÞ þ
X
i[ j

V rirj
� �

: ð14Þ

Here, h(r) is one-particle Dirac Hamiltonian for electron in a field of the finite size
nucleus and V is potential of the inter-electron interaction. In order to take into
account the retarding effect and magnetic interaction in the lowest order on
parameter α2 (the fine structure constant) one could write [37]:

V rirj
� � ¼ exp ixijrij

� � � 1� aiaj
� �

rij
; ð15Þ

where ωij is the transition frequency; αi, αj are the Dirac matrices. The Dirac
equation potential includes the electric potential of a nucleus and electron shells and
the exchange-correlation potentials. The standard KS exchange potential is as
follows [91, 92]:

VKS
X ðrÞ ¼ �ð1=pÞ½3p2qðrÞ�1=3: ð16Þ

In the local density approximation the relativistic potential is [91, 92]:

VX ½qðrÞ; r� ¼ dEX ½qðrÞ�
dqðrÞ ; ð17Þ

where EX ½qðrÞ� is the exchange energy of the multielectron system corresponding to
the homogeneous density qðrÞ. The corresponding correlation functional is [13, 14,
51, 52]:

VC½qðrÞ; r� ¼ �0:0333 � b � ln½1þ 18:3768 � qðrÞ1=3�; ð18Þ

where b is the optimization parameter (for details see Refs. [13, 14, 55, 56, 60–63]).
As it has been underlined, an adequate description of the multielectron atom

characteristics requires using the optimized basis of wave functions. In our work it
has been used ab initio optimization procedure for construction of the optimized
basis of the relativistic orbitals. It is reduced to minimization of the gauge depen-
dent multielectron contribution ImδEninv of the lowest QED perturbation theory
corrections to the radiation widths of atomic levels.

The minimization of the functional ImδEninv leads to the Dirac-Kohn Sham-like
equations for the electron density that are numerically solved. According to Refs.
[55, 56], the gauge dependent multielectron contribution can be expressed as
functional, which contains the multi-electron exchange-correlation ones. From the
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other side, using these functionals within relativistic many-body perturbation theory
allows effectively to take into account the second –order atomic perturbation theory
(fourth-order QED perturbation theory) corrections. In our work the corresponding
functionals of Refs. [65, 66] have been used. As a result one can get the optimal
perturbation theory one-electron basis. In concrete calculations it is sufficient to use
more simplified procedure, which is reduced to the functional minimization using
the variation of the correlation potential parameter b in Eq. (17).

The differential equations for the radial functions F and G (components of the
Dirac spinor) are:

@F
@r

þ 1þ vð ÞF
r
� eþ m� Vð ÞG ¼ 0;

@G
@r

þ 1� vð ÞG
r
þ e� m� Vð ÞF ¼ 0;

ð19Þ

where F, G are the large and small components respectively; χ is the quantum
number.

At large χ, the functions F and G vary rapidly at the origin; we have

F rð Þ;G rð Þ � rc�1; c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 � a2z2

p
:

This creates difficulties in numerical integration of the equations in the region
r → 0. To prevent the integration step from becoming too small it is usually
convenient to turn to new functions isolating the main power dependence:

f ¼ Fr1� vj j;

g ¼ Gr1� vj j:

The Dirac equations for F and G components are transformed as follows [37]:

f 0 ¼ �ðvþ jvjÞf =r � aZVg� ðaZEnv þ 2=aZÞg;
g0 ¼ ðv� jvjÞg=r � aZVf þ aZEnvf :

ð20Þ

Here Enχ is one-electron energy without the rest energy. The boundary values are
defined by the first terms of the Taylor expansion:

g ¼ V 0ð Þ � Env
� �

raZ= 2vþ 1ð Þ; f ¼ 1 at v\0;

f ¼ V 0ð Þ � Env � 2
�
a2Z2� �

aZ; g ¼ 1 at v[ 0:
ð21Þ

The condition f, g → 0 at r → ∞ determines the quantified energies of the state
Enχ. The system of Eq. (20) is numerically solved by the Runge-Kutta method
(‘Superatom’ PC package is used [36–56, 60–75]). The other details can be found
in Refs. [40–54].
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3.2 The Dirac-Sturm Approach

The basic idea of the Dirac-Sturm approach is as follows [13, 14, 20, 21, 67–72]. In
the usual formulation as basis functions used system of eigenfunctions of the
generalized eigenvalue problem for the family of operators:

ðH0 � eÞUm ¼ Kmg
_Um; ð22Þ

where H0—unperturbed Hamiltonian of a system, g_ is a weighting operator, gen-
erally speaking, do not commute with the operator H0; Km;Um—eigenvalues and
eigenfunctions of Eq. (22).

A weighting operator in Eq. (22) is usually chosen so that unlike a spectrum of
H0, the spectrum of (22) is a purely discrete. Using the orthogonality and com-
pleteness conditions, it is easy to show that the Green operator of the unperturbed
problem is diagonal in a representation, defined by a set of functions Um and the
corresponding expansion is as follows:

G0 eð Þ ¼
X
m

Umij Umjh =Km eð Þ ð23Þ

and contains only a single summation over the quantum numbers {ν}.
As the operatorH0 we use the Dirac-Kohn-ShamHamiltonian. The corresponding

Dirac-Kohn-Sham equation can be written in the next general form [20, 21]:

½hDKSðxÞ � en�unðxÞ ¼ 0 ð24Þ

Along with discrete spectrum (ε = εn ≤ εF) there is a continuous spectrum of the
eigen-values (ε > εF), corresponding to the Dirac-Kohn-Sham virtual orbitals. In the
Sturmian formulation of the problem one should search for the eigen-values and
eigen-functions of the following equation:

½hDKSðxÞ � e�um ¼ kmqðxÞum ð25Þ

where

e ¼ E �
XN�1

k¼1

enk ð26Þ

when ε < 0 Eq. (25) has a purely discrete spectrum eigenvalues λν = λν(ε).
As the weight of the operator there are commonly used operators, proportional to

a part or even all potential energy in the Hamiltonian H0. Further, it is easily to
understand that the Fourier-image of the one-particle Green’s function in the Dirac-
Kohn-Sham approximation can be represented as an expansion on the eigenfunc-
tions of (25) [13, 14, 20, 21]:
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GðþÞ ¼ ðx; x0; eÞ ¼
X
m

~umðxÞ~u�
mðx0Þ

kmðeÞ � 1
; ð27Þ

where ~umðxÞ is the Sturm designed function:

~umðxÞ ¼ umðxÞ �
XN
k¼1

unk ðxÞ unk jumh i ð28Þ

In the case of the single-particle perturbed operator, say,

W xð Þ ¼
XN
a¼1

waðxÞ ð29Þ

the second-order correction to an energy of the atom is determined by the standard
expression of the following type:

dEð2Þ ¼ �
XN
k¼1

unk wG
ðþÞðenk Þw

		 		unk
D E

¼ �
XN
k¼1

X
m

~um wj junkh ij j2=½kmðenkÞ � 1�
ð30Þ

and it actually contains only the summation over the occupied states (core) and
virtual orbitals of the Dirac-Kohn-Sham-Sturm type relating to a purely discrete
spectrum.

If the operator waðxÞ is an interaction with an external electric field, the
expression (30) determines the many-electron atom polarizability in the relativistic
Dirac-Kohn-Sham approximation.

Let us illustrate the specific numerical implementation of relativistic method of
the Sturm expansions on the example of the rubidium atom. Calculation of the static
polarizability is actually reduced to two stages. In the first stage one should solve
the system of relativistic Dirac-Kohn-Sham equations with respect to the Dirac
radial functions and the Lagrange diagonal parameters ε5s, ε4p, ε4s etc.

In the second stage of the calculation procedure the system of equations
equivalent to (25) is solved numerically:

ð�iacrþ VNðrÞ þ diVCðrÞ þ VXðrjbiÞ � eiÞui ¼ 0; ð31Þ

where, as above, VN is the potential of the electron-nuclear interaction, VC is a
mean-field potential generated by the other electrons; VX is the Kohn-Sham
potential.

Two parameters εi, δi correspond to each orbital “i” of a real or Sturmian state.
The parameter δi = 1 for orbitals of the real states. It is also important to emphasize
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that all orbitals of the Sturmian supplement of the Eq. (27) have an exponential
asymptotic behavior as r → ∞, which coincides with the asymptotic behavior of
the last real state orbitals in the corresponding basis of the real state orbitals. In each
case, the functions of the accounted real states represent a reduced spectral
expansion of the Green’s function G.

The residual part decreases as exp[−r(−2ε)1/2] for r → ∞ (here ε is the eigen
energy of the explicitly accounted last real state). All orbitals of the Sturm sup-
plement have absolutely the same asymptotic in the corresponding basis. This fact
is very significant in terms of convergence of the method. As usually, the number of
explicitly accounted real state functions is determined by the concrete numerical
application of the method to computing the studied atomic characteristics. Other
details can be found in Refs. [13, 14, 20, 21, 67–70].

4 Shift and Broadening of Hyperfine Spectral Lines
for Multielectron Atoms in an Atmosphere
of a Buffer Gas

4.1 Shift and Broadening of the Thallium and Ytterbium
Hyperfine Lines in an Atmosphere of the Inert Gas

At first, let us consider the thallium atom in atmosphere of the inert gas. Its studying
is of a great interest as this atom a sufficiently heavy. In contrast to more simple
alkali atoms (look below) the thallium atom contains p-electrons outside closed
shells and has a nuclear charge Z = 81. Obviously, a correct treating relativistic and
exchange-correlation effects is critically important for accurate describing its energy
and spectral characteristics.

In Table 1 the theoretical values of the van der Waals constants (in atomic units)
respectively, for atom Tl (Tl–He, Kr, Xe) are listed. There are presented our results
(*) obtained from our relativistic calculation by the optimized Dirac-Kohn-Sham
method combined with the Dirac-Sturm approach, the calculation results by

Table 1 Theoretical values
of the van der Waals
constants (in atomic units)
respectively, for atom Tl
(Tl–He, Kr, Xe); see
explanations in the text

Tl–He Tl–Ar Tl–Kr Tl–Xe

C6
I (10a) 17.5 129 180 291

C6
II (10b) 20.5 148 212 318

C6
III (10c) 20.33 133 193 296

C6 (Hartree-Fock) 6.59 48 71 111

C6 (our data
a)* 12.1 106 157 265

C6 (our data
b)* 14.5 119 173 289

C6 (experiment) – 100 150 260

Note a Calculation with optimization*
b Calculation without optimization
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Batygin et al., based on the approximation formulas (10a)–(10c), the Hartree-Fock
data by Penkin et al., as well as experimental data (from Refs. [18–27, 30–35]).

It is noteworthy sufficiently large error for values of the van der Waals constants,
obtained during calculating on the basis of formula (11), as well as within the
standard Hartree-Fock method.

The calculation shows the importance of the quality of the atomic wave func-
tions (using an optimization and correct account for the exchange-correlation effects
and continuum “pressure” etc.) for an adequate description of the corresponding
constants.

In Table 2 there are listed the results of our calculation of the interatomic
interaction potential U(R) and the values of the local shift δω(R) (all values are in
atomic units) of the thallium hyperfine spectral line for different values of the
internuclear distance in the system Tl–He. For comparison, similar results of the
calculation of the potential U(R) and the local shift δω(R) with using the single-
configuration Dirac-Fock method [25–27] are presented too.

In Table 3 we list the results of our calculation (as all values are given in atomic
units) interatomic interaction potential U(R) and the values of the local shift
δω(R) for pairs Tl–Kr, Tl–Xe.

Further in Table 4 we present our theoretical values (theory C) for the thallium
atom hyperfine line collisional shift at the temperature T = 700 K for a number of

Table 2 Local shift and
interatomic interaction
potential (in atomic units) for
the pair Tl–He

Dirac-Fock method
[25–27]

Our theory [18–21]

R δω(R) × 102 U(R) × 103 δω(R) × 102 U(R) × 103

5 4.22 7.6 3.92 6.93

6 1.34 2.0 1.21 1.76

7 0.329 0.44 0.27 0.38

8 0.0788 0.099 0.070 0.085

9 0.0032 0.024 0.0025 0.020

10 −0.0145 −0.076 −0.0131 −0.067

11 −0.0119 −0.008

Table 3 Local shift and
interatomic interaction
potential (in atomic units) for
the pair Tl–Kr, Xe (see text)

Tl–Kr (our theory) Tl–Xe (our theory)

R δω(R) × 102 U(R) × 103 δω(R) × 102 U(R) × 103

5 −14.30 13.24 −19.05 18.31

6 −2.88 6.10 −8.22 5.95

7 −1.44 1.72 −2.67 2.04

8 −0.67 0.49 −1.52 0.65

9 −0.48 0.06 −0.74 0.01

10 −0.35 −0.03 −0.48 −0.08

11 −0.24 −0.04 −0.37 −0.09
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the diatomic systems, in particular, the pairs of Tl–He, Tl–Kr, Tl–Xe. For com-
parison, in this table there are also listed the results of calculation on the basis of the
single-configuration Dirac-Fock method Batygina DF et al. [25–27] (theory A), the
optimized DF-like method [18, 19] (theory B), as well as experimental data Cho-
ron-Scheps-Galagher (the Virginia group) . The qualitative estimate from Refs.
[22–24] has been listed as well.

In Table 5 we present the theoretical data on the collisional shift fρ (in Hz/Torr)
the thallium atom hyperfine line at different temperatures (TK) for the systems Tl–
He, Tl–Kr, Tl–Xe: Theory A—the single-configuration Dirac-Fock method Baty-
gina DF et al. [25–27]; C—our theory [18–21].

As can be seen from the presented data, our theory provides a physically rea-
sonable agreement with experimental data on the hyperfine line collisional shifts for
the pairs of Tl–He, Tl–Kr, Tl–Xe.

In Table 6 we present our calculated values for adiabatic broadening Гa/p (in Hz/
Torr) of the thallium atom hyperfine line at different temperatures for the Tl–He
pair: C—our theory; A theory [25–27]. In Table 7 we list the similar our theoretical
data on the thallium atom hyperfine line adiabatic broadening of Гa/p (in Hz/Torr)
for the pairs Tl–Kr, Tl–Xe.

Table 4 The collisional shift
fρ (in Hz/Torr) of the thallium
hyperfine line for pairs Tl–He,
Tl–Kr, Tl–Xe at T = 700 K

System Tl–He Tl–Kr Tl–Xe

Experiment 130 ± 30 −490 ± 20 −1,000 ± 80

Qualitative
estimate

– – −5,500

Theory A 155.0 −850.0 −1,420.0

Theory B 139.0 – –

Theory C 137.2 −504 −1,052

Experiment and the qualitative estimate by Choron-Scheps-
Galagher (Virginia group); Theory: A—single-configuration
Dirac-Fock method; B—the optimized Dirac-Fock method; C—
our theory (see text)

Table 5 The temperature
dependence of the collisional
shift fρ (in Hz/Torr) for pairs
Tl–He, Tl–Kr, Tl–Xe

Pair Tl–He Tl–He Tl–Kr Tl–Xe

T, K Theory A Theory C Theory C Theory C

700 155 137.2 −504 −1,052

750 153.0 135.3 −461 −964

800 151 134.1 −422 −899

850 149 133.3 −391 −841

900 147.5 131.4 −362 −794

950 146 129.1 −330 −751

1,000 143 126.2 −308 −713

Theory: A—single-configuration Dirac-Fock method; C—our
theory
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It is easily to estimate that the ratio values (Гa/p)/fp * 1/50 for the system Tl–
He, (Гa/p)/fp * 1/70 for the system Tl–Kr and (Гa/p)/fp * 1/60 for the Tl–Xe.
These estimates (at first it had been noted in Refs. [25–27]) show that well-known
in the theory of optical range spectral line broadening Foley law Гa * |D| (see, for
example, [13, 14]) is incorrect for the spectral lines of transitions between com-
ponents of the hyperfine structure. At least this fact is absolutely obvious for the
thallium atom.

In any case we suppose that more detailed experimental studying are to be very
actual and important especially a light of availability of the theoretical data on
temperature dependences of the thallium hyperfine line collisional shift and
broadening. Obviously, this is also very actual from the point of view of the
construction the thallium quantum frequency measure, as well as studying a role of
the weak interactions in atomic physics and physics of collisions (see, for example,
[13, 14, 22–24]).

Now let us consider the pair “Yb–He”. The ground configuration for the ytter-
bium atom is: [Xe]4f146s2 (term: 1S). Further we present our results for the scalar
static polarizability α0 (in units of a0

3, a0 is the Bohr radius) and isotropic dispersion
coefficient C6,0 (in units of EH·a0

6, EH is the Hartree unit of energy). Our data are as
follows [20, 21]: C6,0 = 45.2 and α0 = 169.3. For comparison let us present the
corresponding data by Dalgarno et al. [33–35]: C6,0 = 39.4, α0 = 157.3 and by
Buchachenko et al. [89, 90]: C6,0 = 44.5.

In Table 8 we present our calculation results for the observed fρ (in Hz/Torr) shift
for the system of Yb–He.

It is obvious that the pair Yb–He is more complicated system in comparison with
the pair of Tl–He or “alkali atom-He”. Until now there are no any experimental or
theoretical data for this system. So, we believe that our data may be considered as
the first useful reference.

Table 6 Adiabatic
broadening Гa/p (in Hz/Torr)
for the Tl–He: Theory
A—single-configuration
Dirac-Fock method; C—our
theory

T, K Tl–He Tl–He

Theory A Theory C

700 2.83 2.51

800 2.86 2.54

900 2.90 2.58

1,000 2.89 2.56

Table 7 Adiabatic
broadening Гa/p (in Hz/Torr)
for the Tl–Kr, Yl–Xe (our
theory)

T, K Tl–Kr Tl–Xe

700 6.81 17.3

800 5.89 14.6

900 5.26 12.9

1,000 5.24 11.5
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4.2 Shift and Broadening of the Alkali Atom Hyperfine Lines
in an Atmosphere of the Inert Gas

Here we present the results of our studying hyperfine line collisional shift for alkali
atoms (rubidium and cesium) in the atmosphere of the helium gas. In Table 9 we
present our data on the van der Waals constants in the interaction potential for alkali
Rb, Cs atoms with inert gas atoms Ne, Kr, Xe, and also available in the literature
experimental data [22–24, 30–32].

In Table 10 we list the results of our calculating (in atomic units) interatomic
potentials, local shifts δω(R) for the pair Cs–He. Noteworthy is the fact that an
accuracy of the experimental data for the van der Waals constants does not exceed
10 % for heavy alkali atoms. Calculation has shown that the optimization of the
relativistic orbitals basis and accounting for the exchange-correlation effects seem to
be very important for obtaining adequate accuracy of the description of the constants.

In Tables 11 and 12 we present our theoretical results for the hyperfine line
observed shift fp (1/Torr) in a case of the Rb–He and Cs–He pairs. The experimental
and alternative theoretical results by Batygin et al. [30–32] for fp are listed too. At
present time there are no precise experimental data for a wide interval of temper-
atures in the literature.

The theoretical data from Refs. [30–32] are obtained on the basis of calculation
within the exchange perturbation theory with using the He wave functions in
the Clementi-Rothaane approximation [85, 86] (column: Theorya), and in the
Z-approximation (column: Theoryb), and in the Löwdin approximation (column:
Theoryc).

The important feature of the developed optimized perturbation theory approach
is using the optimized relativistic orbitals basis, an accurate accounting for the

Table 8 The observed fρ (in,
Hz/Torr) shift for the system
Yb–He (see text)

T, K fρ
700 148.1

750 146.0

800 143.8

850 141.5

900 138.9

Table 9 The van der Waals
constants (in atomic units.) for
alkali atoms, interacting with
inert gas atoms Ne, Kr, Xe
(see text)

Pair of atoms Our theory Experiment

Rb–He 42 41

Rb–Kr 484 470

Rb–Xe 758 –

Cs–He 52 50

Cs–Kr 582 570

Cs–Xe 905 –
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Table 10 The interatomic potential (105) and local δω(R) shift (105) for Cs–He pair (in atomic
units; see text)

R δω(R) U(R)

8 4,280 610

9 2,845 336

10 1,890 169

11 955 77

12 482 32

13 251 12.8

14 113 4.1

15 59 1.9

Table 11 The observed fρ (10
−9 1/Torr) shifts for the systems of the Cs–He and corresponding

theoretical data (see text)

T, K Experiment Our
theory

Theorya

[30–32]
Theoryb

[30–32]
Theoryc

[30–32]

223 – 178 164 142 169

323 135 137 126 109 129

423 – 123 111 96 114

523 – 112 100 85 103

623 – 105 94 78 96

723 – 98 – – –

823 – 92 – – –

Note a Calculation with using the He wave functions in the Clementi-Rothaane approximation
b Calculation with using the He wave functions in the Z-approximation
c Calculation with using the He wave functions in the Löwdin approximation

Table 12 The observed fρ (10−9 1/Torr) shifts for the systems of Rb–He and corresponding
theoretical data (see text)

T, K Experiment Our
theory

Theorya

[30–32]
Theoryb

[30–32]
Theoryc

[30–32]

223 – 113 79 67 81

323 105 101 73 56 75

423 – 89 62 48 64

523 – 80 55 43 56

623 – 73 50 38 50

723 – 71 47 36 47

823 – 69 – – –

Note a Calculation with using the He wave functions in the Clementi-Rothaane approximation
b Calculation with using the He wave functions in the Z-approximation
c Calculation with using the He wave functions in the Löwdin approximation
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exchange-correlation and continuum pressure effects with using the effective
functionals [37, 65, 66].

The difference between the obtained theoretical data and other alternative cal-
culation results can be explained by using different perturbation theory schemes and
different approximations for calculating the electron wave functions of heavy
atoms. It is obvious that the correct account for the relativistic and exchange-
correlation and continuum pressure effects will be necessary for an adequate
description of the energetic and spectral properties of the heavy atoms in an
atmosphere of the heavy inert gases (for example, such as Xe).

5 Conclusion

In this chapter a brief review of the experimental and theoretical works on the
hyperfine structure line collision shifts for heavy atoms in an atmosphere of the
buffer inert gases is given. A new, consistent relativistic perturbation theory com-
bined with the exchange perturbation theory, is presented and applied to calculating
the interatomic potentials, van der Waals constants, hyperfine line collision shift
and broadening for some heavy atoms in an atmosphere of the buffer inert gases. It
should be noted that the presented approach can be naturally generalized in order to
describe the energy and spectral characteristics of other atomic systems and buffer
mediums.

The calculation results on the hyperfine line collision shift and broadening for
the alkali (Rb, Cs), thallium, and ytterbium atoms in an atmosphere of the inert gas
(He, Kr, Xe) are listed and compared with available alternative theoretical and
experimental results. The obtained data for the (Гa/p)/fp ratio allowed to confirm
that the well-known Foley law Гa * fp in the theory of optical range spectral line
broadening is incorrect for the spectral lines of transitions between components of
the hyperfine structure of the heavy multielectron atoms.

The studying hyperfine structure line collision shifts and widths for different
heavy atomic systems in the buffer gases opens new prospects in the bridging of
quantum chemistry and atomic and molecular spectroscopy and physics of colli-
sions. These possibilities are significantly strengthened by a modern experimental
laser and other technologies [22–24, 98–106]. Really, new experimental technol-
ogies in physics of collisions may provide a measurement of the atomic and
molecular collision spectral parameters with very high accuracy.
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Proton Quantum Confinement
on Symmetric Dimers of Ammonia
and Lower Amine Homologs

Jake A. Tan, Jheng-Wei Li and Jer-Lai Kuo

Abstract Behavior of shared proton in symmetric dimers of ammonia and lower
amine homologs were studied by several theoretical methods. Corresponding
optimized structures by density functional theory show an intuitive hypsochromic
shift as the degree of methylation is enhanced. Inclusion of nuclear quantum effect,
however, changes the whole picture. It was found out that the fundamental vibra-
tional transition corresponding to the shared proton’s stretching motion, νsp is
counter intuitive. Based from these calculations, there is a bathochromic shift from
ammonia to trimethylamine. These ramifications do clearly indicate that proton is a
quantum object. Furthermore, spectroscopic features for the stretching modes of the
shared proton and H-bond donor-acceptor atoms were proposed.

Keywords Ionic hydrogen bond � Infrared spectroscopy � Quantum confinement

1 Introduction

The importance of hydrogen bonded systems can be seen in a plethora of systems.
Acid-base chemistry, protein folding, biocatalysis and molecular recognition are
just to name some. This type of non-covalent interaction is considered to be the
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heart of biochemistry. This is due to the fact that, the secondary, tertiary and
quaternary structure of a protein involves hydrogen bonds. In addition to this, the
double helical nature of DNA is sustained by the hydrogen bonds between adenine
and thymine; cytosine and guanine. Also, the recognition scheme between an
enzyme and substrate usually involves hydrogen bonding between the active site
and the substrate [1–4].

Under suitable conditions, proton transfer processes can be mediated by
hydrogen bonds and the nature of proton hopping had been a subject of interest.
Significant studies can be seen in a review of DeCoursey [5] and the nature of
intraprotein proton transfer [6] and the recent proton’s active role in Excited State
Intramolecular Proton Transfer (ESIPT) [7].

One of the most conventional methods in studying hydrogen bonding is by
means of infrared spectroscopy. Since 1930s, vibrational signature due to hydrogen
bond has been identified, such observations reveals that there is an associated
bathochromic shift on the stretching frequency of a typical A–H bond when
hydrogen bonding is present [8–10]. However, the study of such systems in con-
dense phase poses some complications, due to the fact that solvation phenomena
can obscure the important peaks of shared proton motion. As a result, gas phase
studies are more favored and do have promising insights.

Experimental studies on the infrared spectra of [NH3]n−1H
+, n = 1–5 was pio-

neered by Schwarz with the interest of obtaining the spectrum of free NH4
+ and the

effects of hydrogen bonding on it [11]. Unfortunately, the details of the N–N
stretching together with the N–Hsp (shared proton) modes were not studied. The
main focus of their study was on the *2,000–4,000 cm−1. Later, Lee and
coworkers reported the first observed internal rotation in ionic cluster of
NH4

+(NH3)4 [12]. Furthermore, the same group had proposed that the structure of
NH4

+ NH3 has a D3h geometry, which implies that the shared proton is midway
between the two nitrogen atoms and that it adopts an eclipsed conformation [13].
However, they have speculated that D3d might be a more stable structure with
approximately 10 cm−1 lower than the D3h geometry.

Meanwhile, in terms of the stretching modes of the shared proton, Johnson’s
group performed vibrational predissociation experiments for selected proton bound
symmetric and asymmetric dimers. Based from their results, it was found out that
there is a correlation between the stretching modes of the shared proton with respect
to the differences in the proton affinity, ΔPA of the vicinal Lewis bases [14].
Although stretching modes of the shared proton for symmetric cases were reported;
a correlation between, ΔPA and νsp is not possible. Moreover, for the case of
symmetric dimers, νsp depends on the nature of the monomers. This in turn suggests
that aside from proton affinities, there are other factors contributing to νsp.

Theoretical studies on proton bound ammonia dimer were also reported in the
literature. One of the earliest works was done by Scheiner [15] using HF level of
theory with the minimal basis set; the results had shown that the shared proton is
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located closer to one of the NH3 moiety with a C3v geometry. Furthermore, the
proton transfer coordinate is described by a double well potential as it traverses
between two nitrogen atoms.

On the other hand, classical Monte Carlo approach and wavepacket dynamics
under MP2/6-31+G* simulations were reported by Asada et al. [16]. Optimized
structures and transition state geometries were found to be C3v and D3d respectively.
Classical ab initio Monte Carlo reveals that the C3v structure is a consequence of
classical considerations. However, once quantum effects on the proton kinetics had
been accounted, the structure was found to be D3d.

Variational calculations were done by Yang [17–19] on protonated ammonia
cluster, NH4

+(NH3)n for n = 1–4 under MP2 level of theory. For NH4
+(NH3), local

mode calculations were reported up to six degrees of freedom. Isotope studies were
also performed. Based from their results, six dimensional treatment is sufficient to
describe the experimental IR spectrum, which previous theoretical treatments failed
to account.

One straightforward quantum treatment of all nuclear degree of freedom is using
Path Integral Molecular Dynamics, PIMD. The study of protonated ammonia dimer
(NH3)2H

+ has been done by Ishibashi et al. [20]. Geometric isotope effect is dis-
cussed at 300 K with imaginary time slice P = 16. Propagation along Born–
Oppenheimer surface is at MP2 level with 6-31++G** basis set during the MD
sampling. Statistical properties depending only on 3N coordinate space could be
directly estimated. Two internal coordinates, N–N bond distance and antisymmetric
N–H bond stretching, are found essential for nuclear quantum effect to illustrate the
geometric difference between H and D.

The aim of this study is to consider the behavior of the shared proton sand-
wiched between amines with varying degrees of methylation. The stratagem was by
means of changing the degree of methylation, the potential energy surface can be
tuned as well as the corresponding vibrational frequencies. This in turn can help in
understanding and interpreting the spectrum where the shared proton is under a tug
of war between molecules with the same proton affinities.

2 Calculation Methods

In this work, we use a combination of several theoretical methods to account for the
quantum nature of the shared proton. First, the interactions among the nuclei are
described by ab initio methods. Second, full dimensional quantum treatment of
nuclear degrees of freedom using Path Integral Molecular Dynamics (PIMD)
method were carried out to extract key degrees of freedom associated with proton
motion. Vibrational Hamiltonian on selected dimensions were constructed to
compute spectroscopic features.
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2.1 Density Functional Methods

All static ab initio calculations (geometry optimizations, transition state locations
and potential energy surface (PES) scan) were done using Gaussian 09 [21] under
B3LYP level of theory with 6-311+G(d,p) taken as the basis set. The definition of
coordinates used in this study is shown in Fig. 1. The proton’s coordinate along
hydrogen bond is designated as z, whose origin is the midpoint between the
inter-nitrogen distance designated as R, while ф1 and ф2 refers to the umbrella
type motion.

The significant structural parameters for the minimum and transition state
structures are compiled and compared in Table 1. The following results were
benchmarked against MP2/aug-cc-pVTZ reported by Yang [19]. Based from their
little differences, it follows that B3LYP/6-311+G(d,p) yields results comparable to
MP2/aug-cc-pVTZ. This in turn justifies the use of a more economical calculation
method for the sake of speed and efficiency.

Fig. 1 Structure of (NH3)2H
+ and definition of six molecular coordinates used by Yang [19]; blue

and gray represents nitrogen and hydrogen atoms respectively

Table 1 Comparison of calculated N–N and N–Hsp (SP = shared proton) distance for protonated
dimers of ammonia using B3LYP/6-311+G(d,p) and MP2/aug-cc-pVTZ

Structural parameter Minimum (Å) Transition state (Å) Level of theory

N–N 2.699 2.599 MP2/aug-cc-pVTZ

2.692 2.618 B3LYP/6-311+G(d,p)

N–Hsp 1.116 1.300 MP2/aug-cc-pVTZ

1.143 1.309 B3LYP/6-311+G(d,p)
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2.2 Ab Initio Path Integral Molecular Dynamics (PIMD)

The full dimensional treatment of nuclear degrees of freedom using PIMD could be
achieved via an efficient Car-Parrinello PIMD algorithm [22]. Owing to the ineffi-
ciency of plane-wave pseudopotential (PWP) method for exact exchange calculation,
electronic ground energy in current work is carried out on the fly using Becke-Lee-
Yang-Parr (BLYP) exchange-correlation functional and Martins-Trouiller (MT)
normconserving pseudopotentials. Effectiveness of this standard method has been
well documented [23]. In our PIMD calculations, the number of Trotter slices
(P) was set to 32 or 16 in order to obtain sufficient convergence at temperatures 100
and 300 K. In addition, classical CPMD (that is P = 1) calculations were also
performed in the same protocol for comparisons. Statistical properties are collected
from six independent trajectories starting from uncorrelated structures.

In the case of protonated ammonia dimer (NH3)2H
+, classical CPMD simulations

show significant coupling between z and R and giving rise to the necessity of study
beyond normal mode analysis [19]. Furthermore, it is clear from Fig. 2 that the
distinction between classical and quantum simulations indicates the non-negligible
nuclear quantum effect. The reduced probability distribution over z and R integrating
over the other degree of freedom shows characteristic quantum nature of proton
motion.

As the degree of methylation increases, the barrier for proton transfer will
increase. To reassure that z and R coordinates do account for the important quantum
features in high barrier circumstances, we have also carried out simulations on
proton bound trimethylamine dimer. The two dimensional probability distribution

Fig. 2 Reduced probability distribution (z, R) for (NH3)2H
+. Classical simulations (top row)

100 K (left) and 300 K (right); Quantum simulations (bottom row) 100 K (left) and 300 K (right)
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of (Me3N)2H
+ is shown in Fig. 3. It is clear to see a very significant nuclear

quantum effect at 100 K. In classical CPMD, proton is localized on either of Me3N,
but in PIMD a clear delocalization of proton shared by both Me3N is evident.

One of the advantages of PIMD over vibrational variational approach is to obtain
finite-temperature behaviors. It is worth mentioning that in these two cases, tem-
perature dependency could be rationalized in the basis of quantum statistical
mechanics [24]. In path integral simulation, the partition function is represented in
coordinate space; still, the representation in Hilbert space through eigenfunctions is
equivalent. Viewing the results in (NH3)2H

+ and (Me3N)2H
+ at 100 K, it is certain

that at low temperature the predominant ground state wavefunctions are delocalized
which cannot be described by equilibrium structure of MD or stationary point
analysis of potential energy surface. At 300 K, the change in distribution is lying
upon the variational weighting of eigenstates exp(−βE), where β = 1/kT is different
from one at 100 K. PIMD simulations, herein, indicate that proton whether sym-
metrically or asymmetrically hydrogen bonded Fig. 3 is affected by excited states
along z direction which are strongly coupled to the N–N stretching, R. Therefore,
an investigation of wavefuctions in these two degrees of freedom is important and
should qualitatively describe the nature of quantum nature of proton.

Fig. 3 Reduced probability distribution (z, R) for (Me3N)2H
+. Classical simulations (top row)

100 K (left) and 300 K (right); Quantum simulations (bottom row) 100 K (left) and 300 K (right)
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2.3 Vibrational Hamiltonian at Reduced Dimensions

To account for the quantum effect of the nuclei and to compute spectra, one of the
most powerful approaches is to construct a vibrational Hamiltonian and solve the
corresponding Schrödinger equation. However, a full dimensional treatment is not
feasible for the systems we are interested in. In this work, we use a simple finite
difference method to treat the relevant degrees of freedom. The one-dimensional
vibrational Schrödinger equation is written as

ĤW ¼ � h2

2lz

d2W
dz2

� �
þ Û zð ÞW ¼ EW

Within finite difference methods, the kinetic ðT̂zÞ and potential ðÛðzÞÞ energy
operators can be discretized as follows:

To extend the method of finite difference for solving higher dimensional
Schrödinger equations, one has to map a one-dimensional Hamiltonian to the other
dimension. For the sake of illustration purposes, for the z and R degrees of freedom,
the Hamiltonian can be written as follows:

H ¼ IR � Tz þ TR � Iz þ Vðz;RÞ;

where Iz and IR represents the identity matrix along z and R and kinetic energies
along z and R has the following forms:

In the systems we considered, the reduced masses along z and R are defined as

lz ¼ 2mNq3mH

2mNq3þmH
and lR ¼ 1

2mNq3 , where q in Nq3 can either be –H, or –CH3.
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To assess the validity of using two-dimensional approach, we compare the 2D
calculations using B3LYP/6-311+G(d,p) and MP2/aug-cc-pVTZ with the 4D and
6D calculations by Yang [19]. In Table 2, it is clear that our results using B3LYP/6-
311+G(d,p) does not differ significantly with MP2/aug-cc-pVTZ. This in turn
justifies the use of B3LYP in this study. Moreover, vibrational variational calcu-
lations in this study will be limited to two degrees of freedom, z and R. The
researchers feel that two-dimensional treatment is sufficient for our purposes due to
the fact that: (1) An assignment of the peak is not a major concern in this study.
Instead, only a qualitative picture is sough which demonstrates quantum confine-
ment. (2) Based from Yang’s dissertation [19], two-dimensional treatment gives
frequencies close within 250 cm−1.

3 Results and Discussion

Standard static quantum chemistry calculations yield an intuitive hypsochromic
shift as the degree of methylation is enhanced. Given the delocalization of the
shared proton due to its quantum nature, we carried out vibrational variational
calculations and our results show a counter intuitive bathochromic shift. The
physical origin of this counter intuitive picture is analyzed and possible experi-
mental observables were proposed.

3.1 An Intuitive Trend Based on a Static Picture

Key structural parameters for the other amines calculated by B3LYP/6-311+G(d,p)
are tabulated in Table 3. The results show consistency with usual chemical wisdom.
Across the series, N–N distance increases due to steric strain from ammonia to
trimethylamine. On the other hand, the N–H distance decreases across the series

Table 2 Vibrational transition energies in cm−1 for (NH3)2H
+; results were from a |z, R, ф1, ф2>

(4D) and |z, R, ф1, ф2, x, y> (6D)

B3LYP MP2 MP2 MP2 Experiment

|z, R, ф1, ф2, x, y> 2D 2D 4D 6D Full-dimension

|0, 1, 0, 0, 0, 0> 462.98 469 421 403 –

|1, 0, 0, 0, 0, 0> 613.49 594 460 409 374

|0, 2, 0, 0, 0, 0> 888.20 893 729 701 –

|1, 1, 0, 0, 0, 0> 1,016.45 997 760 713 743

The experimental values are also tabulated for reference
All of the coordinates mentioned are the same as were defined in Fig. 1
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due to the fact that the basicity of the amine is enhanced upon increasing
methylation.

The potential energy curves along the z coordinates are shown in Fig. 4 using the
minimum as the reference geometry. Based from the potential energy curves, the
energy barrier increases with increasing degree of methylation; this implies that it is
harder for the shared proton to move between two minima from (NH3)2H

+ to
(Me3N)2H

+. This conclusion agrees well with conventional chemical wisdom,
where methyl substituents are known to be electron donating moieties and do
indeed enhance the basicity of an amine. From here, it can be predicted that the
fundamental transition corresponding to the z degree of freedom will undergo a
hypsochromic shift as the degree of methylation is enhanced.

Fig. 4 One-dimensional (z-coordinate) potential energy curve of the protonated symmetric amine
dimers in this study. Red (NH3)2H

+, blue (MeNH2)2H
+, brown (Me2NH)2H

+ and green
(Me3N)2H

+

Table 3 Calculated N–N and N–Hsp (SP = shared proton) distance for protonated dimers of
ammonia and lower homolog amines under B3LYP/6-311+G(d,p)

System N–N (Å) N–Hsp (Å)

(NH3)2H
+ 2.692 1.143

(MeNH2)2H
+ 2.715 1.129

(Me2NH)2H
+ 2.742 1.114

(Me3N)2H
+ 2.781 1.098
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3.2 A Counter Intuitive Trend Arose from Quantum Nature

To assess the fidelity of the quantum behavior of proton with conventional chemical
wisdom;we solve both one- (z-coordinate) and two-dimensional (z andR-coordinate)
vibrational Schrödinger equation using the method of finite difference discussed in
previous section.

The results of one-dimensional calculations we obtained show a counter intuitive
from our conventional wisdom. One-dimensional probability densities for the
lowest four states of each amine dimer are shown in Fig. 5. Instead of observing a
hypsochromic shift with increasing degree of methylation, a bathochromic shift was
obtained.

In order to account for this disparity between the vibrational calculations and
chemical intuition, the concept of quantum confinement needs to be invoked.
Perhaps the best model to relate with this is the particle in a line model. Based from
standard quantum mechanics text [25, 26], as the length of the line is decreased, the
corresponding eigenenergies increases. From this line of thinking and based from
the potential energy curves in Fig. 4, the potential energy curve becomes wider
from ammonia to trimethylamine and as a consequence, there is a lowering of
energy in the first excited state. On the other hand, the presence of a barrier in the
potential causes the ground state energy to be higher. The combination of these two
purely quantum effects do account for the observed bathochromic shift in the
fundamental transitions of the proton bound dimers.

Fig. 5 Probability densities corresponding to the four lowest states of protonated amine dimers.
From left to right, ammonia, methylamine, dimethylamine and trimethylamine
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To further check if the same trend is observed in higher dimension, two-
dimensional calculations were performed. The chosen internal coordinates are z and
R. A two dimensional potential energy surface was calculated and its corresponding
vibrational Schrödinger equation was numerically solved using eleven-point finite
difference. The results are shown in Table 4. Based from the results, the same trend
was found to that of the one-dimensional treatment.

3.3 Possible Experimental Observables

To link this counter intuitive bathochromic shift to possible experimental observ-
ables. We compute IR spectra associated from transition from ground vibrational
state from the two-dimensional PES. The integrated absorption coefficient is cal-
culated by integrating over the dipole surface computed by the same level of DFT
method. In Fig. 6, the stick spectra are shown, note that the most intense transitions
(|0, 0> to |1, 0>) associated with νsp can be found within 300–650 cm−1. From
ammonia to trimethylamine these intense peaks show a low-frequency shift—a
clear demonstration of the bathochromic shift we proposed.

Vibrational signature of νNN is normally forbidden in IR, but in these systems we
can observe strong combination bands due to the strong coupling between z- and
R-motion. νNN can be found within 200–500 cm−1 and the decrease of the gaps
associated with νNN is mainly due to the increase of mass from ammonia to
trimethylamine.

So far experimental vibrational spectra for proton bound dimers of methylamine,
dimethylamine and trimethylamine are not yet available in the literature. We hope
that our calculated IR spectra can stimulate further experimental work along this
direction.

Table 4 Transition wavenumbers (ν) relative to the ground state for protonated symmetric dimers
of ammonia and amines under two-dimensional (z and R) treatment

(NH3)2H
+ (MeNH2)2H

+ (Me2NH)2H
+ (Me3N)2H

+

|z, R> ν (cm−1) ν (cm−1) ν (cm−1) ν (cm−1)

|0, 0> 0.00 0.00 0.00 0.00

|0, 1> 462.98 334.91 266.02 213.98

|1, 0> 613.49 546.32 462.54 345.65

|0, 2> 888.20 647.23 512.94 410.75

|1, 1> 1,016.45 837.22 694.62 536.95
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4 Conclusion

The results obtained in this study shed light on the quantum behavior of the shared
proton between two identical amines. The major features of the shared proton’s
nature includes: (1) The excited vibrational states do exhibit quantum confinement
and (2) The ground vibrational state energy level upon enhancement of the proton
transfer barrier. These two quantum effects, which happened to be innate for the
shared proton clearly indicates that proton is a quantum object. Furthermore, the
same trend was observed in the two-dimensional treatment (z and R coordinates).
The combination of these two effects do account for the observed bathochromic
shift in the fundamental transitions from ammonia to trimethylamine. IR spectra
were computed and spectral features associated with the bathochromic shift is
proposed for future experimental realizations.
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Fig. 6 Stick spectra of proton bound ammonia and other homologs. The gap between the
fundamental band and |1, 1> combination band agrees with the one-dimensional treatment
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Ab-Initio and DFT Study
of the Muchimangin-B Molecule

Liliana Mammino, Mireille K. Bilonda
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Abstract Muchimangin B is a xanthone derivative isolated from the root of
Securidaca longepedunculata and exhibiting activity against pancreatic cancer.
Detailed information about the molecular properties of a biologically active com-
pound is important for the design of compounds with more potent activities. This
work presents the results of an ab initio and DFT study of the muchimangin B
molecule. HF/6-31G(d,p) and DFT/B3LYP/6-31+G(d,p) calculations were per-
formed in vacuo with fully relaxed geometry, to identify conformational preferences.
These preferences are dominantly determined by different intramolecular hydrogen
bonding patterns, although the orientation of the rings with respect to the xanthone
moiety also has significant influence. Frequency calculations were performed to
verify that identified stationary points are true minima. Calculations in solution were
performed on the in vacuo optimized geometries, as single point calculations at the
DFT/B3LYP/6-31+G(d,p) level, considering three solvents with different polarity
and H-bonding ability—chloroform, acetonitrile and water. Selected adducts with
explicit water molecules were calculated, for their informative roles in view of the
presence, in the muchimangin B molecule, of a high number of sites that can act as
donors or acceptors of intermolecular hydrogen bonds with water molecules.
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1 Introduction

Muchimangin B (C31H28O11, Fig. 1) is a xanthone derivative isolated from the root
of Securidaca longepedunculata, a plant utilised in traditional medicine in the DR
Congo [1]. It exhibits activity against pancreatic cancer [1], a type of cancer largely
resistant to most anticancer drugs currently in clinical use.

Biologically active compounds of natural origin are important sources of new
active molecular structures, because they are already known to possess a certain
type of desired activity and already known to be compatible with a living organism
and to be able to reach their targets within the organism. Detailed information about
the molecular properties of a biologically active compound is important for the
design of compounds with more potent activities [2]. It is important to know as
many details of the molecular properties as possible, as the biological activity may
be related to the finest details of these properties [3]. This motivates detailed
computational studies of biologically active molecules.

The current study investigates the conformational preferences of muchimangin B
(concisely denoted by the acronym MUCH-B in the rest of the text) in vacuo and in
three solvents with different polarities and different hydrogen-bonding abilities—
chloroform, acetonitrile and water. Considering solvents with different polarities is
important to take into account the possible environments in which a molecule may
be present within a living organism. The octanol/water partition coefficient of
MUCH-B (4.23138, estimated with [4]) suggests that it is mostly present in non-
polar media. However, the dominant presence of water in living organisms rec-
ommends its inclusion in the range of solvents considered for a biologically active
molecule. Chloroform is a good model for non-polar media, and acetonitrile has
intermediate polarity and is also a suitable model for the medium in cellular
membranes. Considering solvents with different H-bonding abilities is important for
molecules containing H-bond donor or acceptor sites.

The results show the dominant role of intramolecular hydrogen bonds (IHB) in
determining the conformational preferences and relative energies of MUCH-B,
followed by the orientation of the two rings with respect to the xanthone moiety.
The results in solution show the changes of the molecular properties with increasing
solvent polarity. The solvent-stabilising effect is greater for water.

2 Computational Details

Calculations in vacuo with full geometry optimization (fully relaxed geometry) were
performed at two levels of theory: Hartree-Fock (HF/6-31G(d,p)) and density
functional theory with the B3LYP functional (DFT/B3LYP/6-31+G(d,p)). In addi-
tion, Møller-Plesset perturbation theory (MP2/6-31G(d,p)) calculations were per-
formed as single point (SP) calculations on the HF-optimized results.

HF can be expected to give reasonable information for conformational aspects,
including the identification of trends. It can also be considered interesting for

92 L. Mammino et al.

elena.bichoutskaia@nottingham.ac.uk



molecules having the possibility of forming IHBs, because it proved to yield better
results (results closer to experimental values, when available, or closer to MP2
results) for IHB parameters and for the effects of IHB removal, for some classes of
molecules, including the large class of acylphloroglucinols [5–10]. It also provides
HOMO-LUMO energy differences closer to experimental values. Furthermore, HF
constitutes the first (unperturbed) step for MP2 calculations.

DFT calculations are popular because of their ability to take into account part of
the correlation effects at a not-too-high cost, and B3LYP [11–13] is the most
commonly used functional. The presence of diffuse functions in the basis set for
DFT/B3LYP calculations proved important for better-quality results with molecules
containing IHBs [5].

MP2 calculations are important for their ability to take into account both cor-
relation and dispersion effects. They were performed as SP calculations because
full-optimization MP2 calculations would be unaffordable for a molecule of this
size. On the other hand, SP calculations provide valuable information on features
like conformers’ energetics.

Calculations in solution utilized the Polarisable Continuum Model (PCM
[14, 15]), which considers the solute molecule as embedded in a cavity in the
continuum solvent, which is characterised by its dielectric constant. The default
settings of Gaussian03 [16] were utilised, i.e., Integral Equation Formalism model,
IEF [17–20], Gepol model for building the cavity around the solute molecule
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Fig. 1 Structure of the muchimangin B molecule and atom numbering utilised in this work
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[21–23], with simple United Atom Topological Model (UAO) for the atomic radii
(default values) and average tesserae area 0.200 Å2. The SCFVAC option was
selected to obtain thermodynamic data. Calculations in solution were performed as
SP calculations because of the high costs of PCM re-optimization in solution for a
molecule of this size. Although the SP option does not enable the identification of
geometry changes caused by the solvent, it can be expected to provide reasonable
information for the energetics [5], both in terms of relative energies of the con-
formers in different media and in terms of energy aspects of the solution process
(the free energy of solvation, ΔGsolv, and its components).

Harmonic vibrational frequencies were calculated at the DFT/B3LYP/6-31+G
(d,p), level, to verify that identified stationary points correspond to actual minima and
to obtain the zero-point energy (ZPE) corrections. The frequency values were scaled
by 0.964, the factor recommended for DFT/B3LYP/6-31+G(d,p) calculations [24].

Three adducts with explicit water molecules were calculated for one of the low
energy conformers, because of their information-ability in view of the presence of
several H-bond donor/acceptor sites in the MUCH-B molecule [10]. They were
calculated at the HF/6-31G(d,p) level because of the high computational costs of the
supermolecular structure. The interaction energy (ΔEmol-n aq) between the MUCH-B
molecule and the water molecules H-bonded to it in the adduct is calculated as:

DEmol�n aq ¼ Eadduct � Emol þ n Eaq
� �� DEaq�aq ð1Þ

where Eadduct is the energy of the adduct, n is the number of water molecules in the
adduct, Emol is the energy of an isolated MUCH-B molecule, Eaq is the energy of an
isolated water molecule and ΔEaq-aq is the overall interaction energy between water
molecules, due to water-water H-bonds. ΔEaq-aq is evaluated as

DEaq�aq ¼ Ewater�adduct � n Eaq ð2Þ

where Ewater-adduct is the energy of a group of water molecules arranged exactly as in
the adduct, but without the MUCH-B molecule [25], and is obtained from an SP
calculation at the same level at which the adduct is calculated. Comparison of
Eqs. (1) and (2) leads to

DEmol�n aq ¼ Eadduct � Emol � Ewater�adduct ð3Þ

Both Eadduct and Ewater-adduct were corrected for BSSE using the counterpoise method
[26]. All the calculations were performed using GAUSSIAN 03, Revision D 01 [16].
All the energy values reported are in kcal/mol and all the distances are in Å.

Acronyms are utilized for conciseness sake on reporting values: HF for HF/6-
31G(d,p), DF+ for DFT/B3LYP/6-31+G(d,p) and MP for MP2/6-31G(d,p).
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3 Results

3.1 Results in Vacuo

The major factors influencing the conformational preferences of MUCH-B are the
IHB patterns, i.e. the number and types of IHBs present in the conformer, and
the orientations of the two benzene rings, both mutually and with respect to the
xanthone moiety. Seven IHBs are possible (not all simultaneously, but up to four
simultaneously): H23⋯O17, H25⋯O17, H25⋯O19, H26⋯O19, H26⋯O21,
H28⋯O21 and H23⋯O41 (the atom numbering utilised in this work is shown in
Fig. 1). H23⋯O41 is the only possible IHB between the two moieties, as only O41,
being in ortho to C15, can come close enough to the xanthone moiety to engage in
an IHB.

Because of the importance of the IHBs, the IHB pattern is selected as the first
criterion to classify the conformers. Therefore, conformers are denoted with a
number referred to their IHB pattern, as shown in Table 1 and illustrated in Fig. 2,
followed by a letter. The letter is progressive according to the relative energy of the
1-type conformers and remains associated with similar orientation of the A and B
rings with respect to the xanthone moiety for the 3-, 5-, 6-, 9- and 11-type con-
formers (conformers not having the H23⋯O41 IHB). For the conformers with the
H23⋯O41 IHB (2-, 4-, 7-, 8- and 10-type), two orientations of the A and B rings
are possible without disrupting this IHB, and they are denoted with the letters a and
b, independently of the use of these letters for the conformers not having the
H23⋯O41 IHB. Table 2 shows the relative energies of the calculated conformers in
the results of all the methods utilised in vacuo and, for the DFT/B3LYP/6-31+G(d,
p) level, also in all the solvent considered. Figure 3 shows the geometries of most of
the conformers.

The mutual orientation of the three moieties can remarkably influence the
conformers’ energy. For instance, among the conformers with the most favourable

Table 1 Combinations of intramolecular hydrogen bonds (IHB) in the conformers of
muchimangin B and numbers utilised to denote them in the conformers’ names

Conformer
number

IHB present

H23⋯O17 H25⋯O17 H25⋯O19 H26⋯O19 H23⋯O41 H26⋯O21 H28⋯O21

1 x x x x

2 x x x x

3 x x x

4 x x x x

5 x x x x

6 x x x x

7 x x x

8 x x x x

9 x x x

10 x x x x

11 x x x x
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IHB pattern, the relative energy of conformer 1-i is 4.3222 kcal/mol higher than the
relative energy of the conformer with the same IHB pattern and most favourable
mutual orientation of the moieties (1-a). While many different orientations of the

1 2 3

4 5 6

7 8 9

10 11

Fig. 2 Intramolecular hydrogen bond patterns in the conformers of muchimangin B. The
intramolecular hydrogen bonds are denoted by dotted segments. The conformer/s in which each
pattern is present are indicated under each image. The H atoms attached to C atoms are not shown,
to increase the readability of the images
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three moieties were considered for the lowest-energy IHB pattern, only some of
them were considered—with a representative role—for the other IHB patterns. It is
important to note that the conformers which may be responsible for the biological
activity are those with comparatively low relative energy (a sufficiently cautious
threshold value considering those with relative energy ≤3.5 kcal/mol). Conformers

Table 2 Relative energies of the calculated conformers of muchimangin B from the results of
different calculation methods in vacuo, and from PCM DFT/B3LYP/6-31+G(d,p) results in
solution

Conformer Relative energy (kcal/mol)

Results in vacuo Results in solution

HF /6-31G(d,p) MP2/6-31 G(d,p)/
HF 6-31G(d,p)

DFT/B3LYP/
6-31+G(d,p)

Single point PCM DFT/B3LYP/
6-31+G(d,p)

In chloroform In acetonitrile In water

1-a 0.0000 0.5982 0.0000 0.0000 0.0000 0.0000

1-b 0.3343 0.0000 0.2140 0.2789 0.3582 0.5897

1-c 2.4190 1.7529 2.5401 2.5649 2.6450 2.6953

1-d 2.4558 1.7070 2.5747 2.5973 2.6781 2.5461

1-e 2.4874 1.8227 2.6084 2.5971 2.5151 2.5647

1-f 3.0172 1.4935 2.7248 3.1242 3.3410 3.3195

2-a 3.3325 4.1170 3.2298 2.3954 2.1274 2.5658

1-g 4.1060 4.5032 3.9878 3.9250 3.9809 3.1990

1-h 3.4252 2.6130 4.1677 4.4261 4.5547 4.7132

1-i 4.8767 6.2248 4.3222 –
a 4.6177 4.4089

2-b 3.4452 3.2651 4.4005 3.6109 3.3168 2.2662

3-a 4.8394 6.3072 5.5822 4.1419 3.2705 1.1222

3-b 5.2861 5.6544 6.1847 5.4740 5.1303 4.0781

3-c 7.2460 7.4161 8.1035 6.7170 6.0750 3.8554

4 10.0476 8.8642 10.7170 8.8718 8.2724 6.7211

5-a 9.8454 10.7076 11.9078 9.7970 8.9512 6.4816

5-b 10.4446 10.3351 12.4754 10.3284 9.5053 7.1355

6-b 10.4990 10.2458 12.5153 10.3284 9.5053 7.1355

6-a 10.4921 11.2258 12.6213 10.3306 9.4168 6.9981

5-c 12.6057 12.2092 14.7312 12.5653 11.7334 9.3089

6-c 12.7889 12.2429 15.0566 12.9609 12.2222 9.7075

7 15.0441 14.6959 16.4368 12.9303 11.5555 7.8820

8 13.7769 13.8853 16.7844 13.6567 12.4045 9.0351

9-a 15.4831 17.1122 18.2963 14.4347 12.7259 8.2238

9-b 16.2296 16.6169 18.7053 15.7674 14.4449 11.2084

9-c 17.7476 18.0487 20.7192 17.1660 15.8641 10.9043

10 21.9005 22.6201 25.5025 20.9490 19.1335 15.7362

11-a 22.0281 23.1336 27.0336 22.3711 20.5083 15.4427

11-b 22.5293 22.3876 27.1816 22.6862 20.9011 15.9954

11-c 24.6747 24.4410 29.7708 25.2173 23.4325 18.3900

The conformers are listed in order of increasing energy referred to the DFT/B3LYP/6-31+G(d,p) results in vacuo. The
DFT/B3LYP/6-31+G(d,p) results in vacuo are reported in the third column to facilitate comparisons with the results in
solution, that appear in the subsequent columns
a The calculation in chloroform solution does not converge for this conformer
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with high relative energy are not sufficiently populated to have a role in the bio-
logical activity. The only reason for considering them in the computational study of
a molecule is their utilisation as references to estimate the influence of the various
factors determining conformational preferences and the conformers’ energetics. For
instance, a conformer in which a certain IHB is removed can help assess the
stabilising influence of that IHB, by comparison with the conformer in which it is
present.

The orientation of the methyls of the ether groups does not have significant
influence on the conformers’ energy. For instance, conformers 1-c, 1-d, 1-e and 1-f
have all the same IHBs and similar orientations of the A and B rings, and differ only
by the orientations of the ether groups: the ether at O42 is perpendicular to the plane
and on opposite sides of the plane in 1-c and 1-d, while it is coplanar to the benzene
ring in 1-f; the ethers at O17 and O21 are on the opposite side of the plane in 1-e
with respect to 1-c. The energy difference between these conformers is negligible.

1-a 0.0000 1-b                                0.2140 1-c                    2.5401        1-d 2.5747

1-f 2.7248 2-a                        3.2298 2-b    4.4005 3-a 5.5822

4 10.7170 5-a 11.9078 6-b 12.5153 7 16.4368

8 16.7844 9-a                  18.2963 10 25.5025 11-c 29.7708

Fig. 3 Representative conformers of muchimangin B. The selected conformers are shown in order
of increasing relative energy, whose values (kcal/mol) are reports under each image
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Table 3 Parameters of the intramolecular hydrogen bonds in the calculated conformers of
muchimangin B, in vacuo

Conformer IHB
considered

Parameters of the IHB

HF/6-31G(d,p) results DFT/B3LYP/6-31+G(d,p)
results

H⋯O
(Å)

O⋯O
(Å)

OĤO H⋯O
(Å)

O⋯O
(Å)

OĤO

1-a H23⋯O17 2.087 2.636 115.3 2.034 2.633 117.8

H25⋯O19 1.787 2.617 143.5 1.673 2.576 148.7

H26⋯O19 1.805 2.635 143.5 1.692 2.592 148.5

H28⋯O21 2.139 2.669 114.0 2.082 2.663 116.4

1-b H23⋯O17 2.083 2.633 115.5 2.036 2.634 117.7

H25⋯O19 1.791 2.620 143.4 1.675 2.576 148.6

H26⋯O19 1.801 2.632 143.6 1.685 2.587 148.7

H28⋯O21 2.141 2.670 114.0 2.082 2.663 116.4

1-c H23⋯O17 2.093 2.637 115.0 2.036 2.633 117.6

H25⋯O19 1.781 2.612 143.6 1.667 2.571 148.9

H26⋯O19 1.802 2.633 143.6 1.688 2.590 148.7

H28⋯O21 2.135 2.667 114.2 2.079 2.661 116.6

1-d H23⋯O17 2.084 2.634 115.4 2.030 2.631 117.9

H25⋯O19 1.780 2.612 143.6 1.666 2.570 148.9

H26⋯O19 1.803 2.634 143.6 1.688 2.590 148.7

H28⋯O21 2.136 2.668 114.2 2.078 2.660 116.6

1-e H23⋯O17 2.088 2.636 115.3 2.036 2.634 117.6

H25⋯O19 1.781 2.612 143.6 1.669 2.572 148.7

H26⋯O19 1.802 2.633 143.6 1.688 2.589 148.7

H28⋯O21 2.136 2.667 114.1 2.079 2.661 116.5

1-f H23⋯O17 2.084 2.634 115.4 2.027 2.629 118.0

H25⋯O19 1.780 2.611 143.6 1.666 2.570 148.9

H26⋯O19 1.803 2.634 143.6 1.690 2.591 148.6

H28⋯O21 2.137 2.667 114.2 2.080 2.662 116.5

2-a H23⋯O41 1.807 2.726 162.0 1.736 2.688 162.9

H25⋯O19 1.801 2.629 143.4 1.699 2.594 148.1

H26⋯O19 1.799 2.630 143.6 1.681 2.584 148.8

H28⋯O21 2.140 2.669 113.9 2.082 2.662 116.4

1-g H23⋯O17 2.062 2.617 115.8 2.006 2.616 118.6

H25⋯O19 1.794 2.624 143.5 1.682 2.583 148.6

H26⋯O19 1.802 2.633 143.6 1.688 2.590 148.7

H28⋯O21 2.140 2.669 114.0 2.083 2.663 116.4

1-h H23⋯O17 2.081 2.632 115.5 2.032 2.632 117.8

H25⋯O19 1.787 2.617 143.5 1.675 2.577 148.6

H26⋯O19 1.805 2.635 143.5 1.689 2.590 148.6

H28⋯O21 2.135 2.667 114.2 2.080 2.661 116.5
(continued)
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Table 3 (continued)

Conformer IHB
considered

Parameters of the IHB

HF/6-31G(d,p) results DFT/B3LYP/6-31+G(d,p)
results

H⋯O
(Å)

O⋯O
(Å)

OĤO H⋯O
(Å)

O⋯O
(Å)

OĤO

1-i H23⋯O17 2.072 2.626 115.8 2.012 2.621 118.5

H25⋯O19 1.794 2.623 143.3 1.681 2.581 148.5

H26⋯O19 1.804 2.634 143.5 1.688 2.589 148.6

H28⋯O21 2.141 2.669 113.9 2.082 2.662 116.4

2-b H23⋯O41 2.167 2.777 121.7 1.969 2.729 133.3

H25⋯O19 1.803 2.630 143.4 1.697 2.593 148.2

H26⋯O19 1.798 2.630 143.6 1.682 2.586 148.8

H28⋯O21 2.141 2.669 114.0 2.083 2.663 116.4

3-a H23⋯O17 2.088 2.636 115.3 2.035 2.634 117.7

H25⋯O19 1.786 2.617 143.5 1.672 2.575 148.7

H26⋯O19 1.819 2.646 143.3 1.712 2.607 149.1

3-b H23⋯O17 2.082 2.633 115.5 2.036 2.634 117.7

H25⋯O19 1.791 2.621 143.4 1.671 2.574 148.7

H26⋯O19 1.815 2.643 143.4 1.705 2.602 148.2

3-c H23⋯O17 2.094 2.637 114.9 2.037 2.633 117.5

H25⋯O19 1.781 2.613 143.6 1.666 2.570 148.9

H26⋯O19 1.817 2.645 143.5 1.709 2.650 148.2

4 H23⋯O41 1.935 2.881 174.4 1.833 2.807 173.2

H25⋯O17 2.102 2.647 115.2 2.048 2.647 117.8

H26⋯O19 1.774 2.612 144.2 1.616 2.542 150.8

H28⋯O21 2.140 2.670 114.1 2.083 2.665 116.6

5-a H23⋯O17 2.089 2.638 115.4 2.037 2.636 117.8

H25⋯O19 1.760 2.597 144.1 1.609 2.534 150.6

H26⋯O21 2.199 2.707 112.7 2.185 2.736 114.6

H28⋯O21 2.247 2.734 111.1 2.243 2.766 112.7

5-b H23⋯O17 2.084 2.635 115.5 2.036 2.636 117.8

H25⋯O19 1.763 2.599 144.1 1.611 2.535 150.6

H26⋯O21 2.199 2.708 112.7 2.186 2.737 114.5

H28⋯O21 2.247 2.736 111.2 2.242 2.767 112.8

6-b H23⋯O17 2.184 2.692 112.5 2.182 2.729 114.3

H25⋯O17 2.199 2.708 112.6 2.189 2.739 114.6

H26⋯O19 1.774 2.611 144.2 1.620 2.545 150.7

H28⋯O21 2.141 2.671 114.1 2.081 2.663 116.6

6-a H23⋯O17 2.188 2.697 112.6 2.183 2.731 114.4

H25⋯O17 2.201 2.708 112.5 2.192 2.740 114.4

H26⋯O19 1.779 2.615 144.1 1.627 2.550 150.5

H28⋯O21 2.140 2.671 114.1 2.084 2.665 116.5

5-c H23⋯O17 2.095 2.639 115.0 2.038 2.635 117.6
(continued)
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Table 3 (continued)

Conformer IHB
considered

Parameters of the IHB

HF/6-31G(d,p) results DFT/B3LYP/6-31+G(d,p)
results

H⋯O
(Å)

O⋯O
(Å)

OĤO H⋯O
(Å)

O⋯O
(Å)

OĤO

H25⋯O19 1.753 2.592 142.2 1.601 2.529 150.8

H26⋯O21 2.199 2.709 112.7 2.186 2.737 114.6

H28⋯O21 2.141 2.733 111.5 2.238 2.765 113.0

6-c H23⋯O17 2.198 2.698 111.9 2.190 2.732 114.0

H25⋯O17 2.200 2.709 112.7 2.191 2.740 114.5

H26⋯O19 1.775 2.613 144.3 1.621 2.540 150.8

H28⋯O21 2.136 2.669 114.3 2.079 2.662 116.7

7 H23⋯O41 1.939 2.884 174.3 1.838 2.812 173.3

H25⋯O17 2.103 2.647 115.1 2.049 2.647 117.7

H26⋯O19 1.789 2.624 144.0 1.638 2.558 150.3

8 H23⋯O41 2.159 2.778 122.1 1.973 2.735 133.6

H25⋯O19 1.776 2.610 144.0 1.634 2.551 150.1

H26⋯O21 2.198 2.707 112.6 2.185 2.736 114.6

H28⋯O21 2.246 2.735 111.2 2.245 2.768 112.7

9-a H23⋯O17 2.188 2.697 112.6 2.183 2.731 114.4

H25⋯O17 2.202 2.704 112.5 2.193 2.740 114.3

H26⋯O19 1.793 2.627 143.9 1.647 2.563 150.0

9-b H23⋯O17 2.187 2.695 112.6 2.184 2.730 114.2

H25⋯O17 2.200 2.708 112.6 2.189 2.739 114.5

H26⋯O19 1.789 2.623 144.0 1.641 2.559 150.2

9-c H23⋯O17 2.199 2.698 111.9 2.190 2.732 113.9

H25⋯O17 2.201 2.709 112.6 2.192 2.741 114.4

H26⋯O19 1.791 2.626 144.1 1.643 2.561 150.3

10 H23⋯O41 1.808 2.628 162.1 1.740 2.696 164.2

H25⋯O17 2.091 2.641 115.6 2.039 2.643 118.2

H26⋯O21 2.194 2.705 112.8 2.177 2.732 114.9

H28⋯O21 2.245 2.735 111.3 2.241 2.766 112.9

11-a H23⋯O17 2.187 2.697 112.7 2.182 2.731 114.5

H25⋯O17 2.194 2.704 112.8 2.182 2.735 114.8

H26⋯O21 2.191 2.704 112.9 2.175 2.731 114.9

H28⋯O21 2.246 2.735 111.2 2.243 2.767 112.8

11-b H23⋯O17 2.186 2.695 112.7 2.181 2.729 114.4

H25⋯O17 2.193 2.705 112.9 2.179 2.734 114.9

H26⋯O21 2.195 2.706 112.8 2.178 2.733 114.9

H28⋯O21 2.245 2.736 111.4 2.240 2.766 112.9

11-c H23⋯O17 2.198 2.699 112.0 2.189 2.732 114.0

H25⋯O17 2.193 2.705 112.9 2.180 2.735 114.9

H26⋯O21 2.193 2.706 113.0 2.175 2.732 115.0

H28⋯O21 2.239 2.733 111.6 2.238 2.766 113.1
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Table 4 Vibrational frequencies (harmonic approximation) of the O–H bonds in the muchiman-
gin B molecule

Conformer Vibrational frequencies

O16−H23 O18−H25 O20−H26 O22−H28

1-a 3,563.57 3,178.20a 3,178.20a 3,575.97

3,125.44b 3,125.44b

1-b 3,565.50 3,171.05a 3,171.05a 3,575.13

3,126.40b 3,126.40b

1-c 3,565.60 3,166.40a 3,166.40a 3,574.76

3,116.98b 3,116.98b

1-e 3,563.93 3,167.91a 3,167.91a 3,574.50

3,120.28b 3,120.28b

1-f 3,560.61 3,170.09a 3,170.09a 3,574.93

3,116.91b 3,116.91b

2-a 3,400.16 3,218.00a 3,218.00a 3,574.73

3,128.23b 3,128.23b

1-g 3,555.22 3,176.18a 3,176.18a 3,576.02

3,132.22b 3,132.22b

1-h 3,562.12 3,173.64a 3,173.64a 3,573.5

3,128.04b 3,128.04b

1-i 3,552.34 3,176.70 a 3,176.70 a 3,574.13

3,133.32 b 3,133.32 b

2-b 3,588.72 3,209.91a 3,209.91 3,575.37

3,131.56b 3,131.56b

3-a 3,563.20 3,219.62a 3,219.62a 3,687.05

3,126.31b 3,126.31b

3-b 3,564.80 3,207.07a 3,207.07a 3,687.56

3,130.72b 3,130.72b

3-c 3,565.28 3,209.29a 3,209.29a 3,686.23

3,120.08b 3,120.08b

5-a 3,565.53 2,942.08 3,606.83 3,626.37

5-b 3,566.92 2,954.10 3,606.27 3,625.38

6-b 3,619.97 3,607.98 2,950.89 3,576.63

6-a 3,620.62 3,607.65 2,973.13 3,577.79

5-c 3,567.63 2,930.72 3,607.10 3,625.30

6-c 3,621.91 3,607.44 2,949.33 3,575.95

8 3,589.34 3,027.12 3,605.79 3,626.07

9-b 3,618.82 3,608.18 3,019.10 3,688.67

10 3,406.23 3,561.38 3,604.93 3,626.06

11-a 3,621.74 3,605.86 3,604.63 3,627.26

11-b 3,620.54 3,605.91 3,604.41 3,626.48

11-c 3,623.20 3,605.11c 3,605.11c 3,626.62

3,604.92d 3,604.92d

DFT/B3LYP/6-31+G(d,p) results in vacuo. The frequency values have been scaled by the factor 0.964,
recommended for DFT/B3LYP/6-31+G(d,p) calculations [24]
a H25 and H26 moving symmetrically toward O19 and away from it
b H25 and H26 moving asymmetrically toward O19 and away from it (when one approaches, the other
moves away)
c H25 and H26 moving symmetrically toward O17 and O21 respectively
d H25 and H26 moving asymmetrically toward O17 and O21 respectively
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Detailed information on the relevant molecular properties of MUCH-B is given
in tables. Table 3 reports the parameters of the IHBs; Table 4 reports the calculated
harmonic vibrational frequencies for the O–H bonds of the OH groups; Table 5
reports the relative energies (ΔE) corrected for ZPE, and the ZPE corrections, for
most conformers; Table 6 reports the dipole moments, and Table 7 reports the
HOMO-LUMO energy gaps.

The consideration of IHBs requires simultaneous consideration of the conform-
ers’ relative energies, of the IHBs’ parameters, and of the vibrational frequencies.
H25⋯O19 and H26⋯O19 are the strongest IHBs. Their simultaneous presence is
typical of the lower energy conformers’ types (1, 2 and 3). Their H-bond length is
considerably shorter than that of the other IHBs, being 1.666–1.699/DF+ and 1.787–
1.807/HF. Their OĤO bond angle (≈145.5°) is more favourable than that of the other
IHBs (which remains below 120°). Their red shift (lowering of the IR vibrational
frequency with respect to when the same OH is not engaged in an IHB) is consid-
erably greater than for the other IHB: from 3,605–3,607 for free O18–H25 or O20–
H26 to 3,166–3,178 for the symmetric vibration and 3,116–3,133 for the asymmetric
vibration when they are present simultaneously, and to 2,930–2,942 for H25–O19
and 2,949–3,019 for H26–O19 when each of them is present alone. Their greater
strength is to be expected, as they involve an sp2 O (O19).

The IHBs in which the acceptor is an ether O are considerably weaker. Their
bond length is considerably longer than for H25⋯O19 or H26⋯O19, and also
depends on the types of other IHBs present. H23⋯O41 is the strongest IHB
engaging an ether O, with 1.736/DF+ and 1.807/HF bond length in 2-a, the lowest

Table 5 Relative energies (ΔE) corrected for ZPE, and ZPE corrections, for the conformers of
muchimangin B in vacuo

Conformer ΔE
corrected
for ZPE
(kcal/mol)

ZPE
correction
(kcal/mol)

Conformer ΔE
corrected
for ZPE
(kcal/mol)

ZPE
correction
(kcal/mol)

1-a 0.0000 341.6328 5-a 11.4508 341.1760

1-b 0.3558 341.7740 5-b 12.0469 341.2043

1-c 2.6299 341.7219 6-b 12.1561 341.2733

1-e 2.6707 341.6950 6-a 12.0632 341.0750

1-f 2.8778 341.7853 5-c 14.3361 341.2375

2-a 3.3553 341.7577 6-b 14.5927 341.1685

1-g 3.9477 341.5927 8 16.2211 341.0693

1-h 4.0085 341.4735 9-b 17.7980 340.7248

1-i 4.3505 341.6611 10 25.0960 341.2262

2-b 4.3035 341.5356 11-a 26.1276 340.7267

3-a 5.2115 341.2620 11-b 26.4200 340.8710

3-b 5.8954 341.3436 11-c 28.8993 340.7612

3-c 7.8106 341.3392

From DFT/B3LYP/6-31+G(d,p) frequency calculations
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energy conformer containing it. The vibrational frequency of O16–H23 decreases
from 3,619–3,623 when it is free to 3,400 in conformer 2-a. The other
IHBs engaging an ether O are considerably weaker. For instance, the length of
H23⋯O17 is 2.006–2.037/DF+, 2.083–2.095/HF when H25⋯O19 is also present,

Table 6 Dipole moment of the conformers of muchimangin B in the media considered

Conformer Dipole moment (debye)

In vacuo In solution

HF DF+ In chloroform In acetonitrile In water

1-a 4.1662 3.9885 4.7594 5.1087 5.4182

1-b 1.7091 1.3588 1.5993 1.7075 1.7913

1-c 1.9821 1.8086 2.2881 2.5723 2.8092

1-d 1.2802 1.4782 1.7053 1.8188 1.8696

1-e 5.4458 5.4539 6.3211 6.7522 7.0890

1-f 3.1875 2.9062 3.4974 3.8409 4.3157

2-a 7.8440 7.8414 9.1170 9.6765 10.1632

1-g 5.8225 5.5955 6.4401 6.7994 7.0356

1-h 4.4311 5.8656 6.7562 7.1279 7.3608

1-i 3.9327 4.0896 −a 5.1223 5.4417

2-b 7.2060 7.4112 8.5433 9.0041 9.3447

3-a 7.1609 6.8873 8.1754 8.7262 9.3896

3-b 3.5714 2.8503 3.2916 3.3307 3.5051

3-c 3.5924 3.3345 4.0677 4.4421 4.8917

4 6.8559 7.3908 8.7117 9.1853 9.7601

5-a 3.2392 3.1910 4.0539 4.4051 4.7842

5-b 2.6990 3.7297 4.3824 4.6768 4.9450

6-b 4.7504 3.7297 4.3824 4.6768 4.9450

6-a 7.0239 7.0554 8.4389 9.0318 9.5749

5-c 5.4365 5.2699 6.4487 7.0350 7.5681

6-c 2.0224 2.2156 2.6125 2.7015 2.7775

7 9.8406 10.2365 12.0693 12.7602 13.6835

8 7.5252 7.8278 9.2467 9.8144 10.3495

9-a 9.8322 9.6991 11.5354 12.2909 13.1572

9-b 5.3468 5.4582 6.4969 6.8280 7.2309

9-c 5.0431 5.0250 5.9585 6.2923 6.7949

10 7.8202 8.1286 9.8208 10.5829 11.2538

11-a 4.1903 4.2402 5.3132 5.7960 6.2369

11-b 1.7791 1.4909 1.8078 1.9832 2.1970

11-c 2.4432 2.2783 3.0073 3.4131 3.7158

The results in vacuo are from full optimization HF/6-31G(d,p) calculations and DFT/B3LYP/6-31
+G(d,p) calculations (respectively denoted as HF and DF+ in the column headings). The results in
solution are from PCM DFT/B3LYP/6-31+G(d,p) single point calculations on the in-vacuo-
optimised DFT/B3LYP/6-31+G(d,p) results
a The calculation in chloroform solution does not converge for this conformer
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and 2.182–2.190/DF+, 2.184–2.199/HF when (engaging the same acceptor)
H25⋯O17 is also present. Its red shift for the vibrational frequency of O16–H23
implies a decrease from 3,619–3,623, when it is free, to 3,562–3,568; this decrease

Table 7 HOMO-LUMO energy difference for the conformers of muchimangin B

Conformer HOMO-LUMO energy difference (kcal/mol)

In vacuo In solution/DF+

HF DF+ In chloroform In acetonitrile In water

1-a 225.0 83.1 81.8 81.8 83.7

1-b 222.5 81.0 80.9 81.4 82.6

1-c 226.4 84.1 83.4 83.5 84.2

1-d 226.2 84.0 83.4 83.7 84.3

1-e 227.3 85.0 83.7 83.5 84.3

1-f 225.1 82.2 81.4 81.5 82.1

2-a 234.7 90.3 88.8 87.9 87.8

1-g 227.6 85.1 82.3 82.3 83.2

1-h 229.9 82.8 82.3 82.3 83.2

1-i 222.6 80.8 −a 79.6 81.2

2-b 232.6 89.5 87.3 86.2 86.1

3-a 226.8 84.3 82.4 82.2 84.0

3-b 225.0 83.9 81.8 81.7 82.5

3-c 227.9 85.2 83.7 83.6 84.4

4 240.2 95.0 92.7 91.5 90.6

5-a 231.6 87.9 86.3 86.0 87.2

5-b 228.9 85.9 85.4 85.5 85.4

6-b 231.1 87.6 85.4 85.5 86.1

6-a 233.8 90.3 87.3 86.6 87.6

5-c 232.1 88.1 87.6 87.4 87.5

6-c 235.3 91.4 88.9 88.2 88.1

7 240.5 94.5 92.9 91.7 90.8

8 237.5 92.3 91.1 90.0 89.5

9-a 235.6 91.6 88.0 86.9 88.0

9-b 235.4 90.8 87.4 86.7 86.5

9-c 236.7 92.3 89.3 88.3 88.3

10 249.2 102.6 99.6 97.9 96.5

11-a 241.1 96.9 93.4 92.2 92.5

11-b 239.1 94.4 92.3 91.7 91.2

11-c 242.3 97.5 94.7 93.6 92.8

The results in vacuo are from full optimization HF/6-31G(d,p) calculations and DFT/B3LYP/6-31
+G(d,p) calculations (respectively denoted as HF and DF+ in the column headings). The results in
solution are from PCM DFT/B3LYP/6-31+G(d,p) single point calculations on the in-vacuo-
optimised DFT/B3LYP/6-31+G(d,p) results
a The calculation in chloroform solution does not converge for this conformer
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is considerably smaller than that caused by H23⋯O41. An analysis of Tables 2, 3
and 4 highlights similar trends for the other IHBs involving ether O atoms.

Estimating the energy of IHBs is not easy. In principle, the removal of the IHB
by 180° rotation of the donor OH should enable an estimation by comparison of the
conformers with and without the IHB. In practice, if the molecule is flexible, the
IHB removal may cause substantial geometry changes, so that the two conformers
do not differ only by the presence or absence of the IHB. When the donor and the
acceptor are attached to an aromatic ring, the geometry of the molecule does not
change significantly, but the ensuing O↔O repulsion contributes remarkably to the
energy increase on IHB removal. In the case of the MUCH-B molecule, the situ-
ation is further complicated by the fact that, in most cases, the rotation of a donor
OH removes one IHB but brings the formation of another. The only IHB that is
removed without bringing about the formation of another is H28⋯O21. Compar-
ison of relevant pairs of conformers (1-a and 3-a, 1-b and 3-b, 1-c and 3-c, 4 and 7,
6-a and 9-a, 6-c and 9-c) yields 4.83–4.99/HF, 5.65–5.89/MP, 5.56–5.97/DF+. The
comparison of 6-b and 9-b yields 5.73/HF, 6.37/MP and 6.19/DF+.

The mutual orientation of the three moieties has relevant influence on the con-
formers’ energetics. It was investigated through scans of the rotation of the C1–H15
(Fig. 4), C15–C29 (Fig. 5) and C15–C35 (Fig. 5) bonds. This orientation markedly
influences the dipole moment (Table 6). For instance, the dipole moments of the
1-type conformers, having the best IHB pattern, range from 1.3 to 5.8, and these
differences are due totally to the orientation of the A and B rings with respect to the
xanthone moiety. This suggests that the orientation of the A and B rings may be
relevant for the biological activity, since it influences properties that are Quanti-
tative Structure Activity Relationship (QSAR) descriptors, such as the dipole
moment. On the average, the highest dipole moments correspond to conformers
with the H23⋯O41 IHB, which implies constrains on the orientation of ring A.

The ZPE correction (Table 5) is very close for all the conformers, differing by
less than 1 kcal/mol.

Fig. 4 Scan of the rotation of the C1−C15 bond (C29–C15–C1–C6 torsion angle) highlighting
the influence of the orientation of the xanthone moiety with respect to the system of the A and B
rings
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The HOMO-LUMO energy gaps (Table 7) are in line with the known huge
difference between HF and DFT estimations, with the DFT estimations being the
less reliable [27]. Studies on a high number of other molecules of the same class
(acylphloroglucinols, [28]) have highlighted that, although the DFT values for the
energy gap are not realistic, the trends that can be identified on the basis of those
values are realistic. For the results in vacuo, the trends are similar in the HF and
DFT results. The HOMO-LUMO gap does not vary considerably for different
conformers, and it has slightly higher values for the conformers containing the
H23⋯O41 IHB.

Figure 6 shows representative shapes of the HOMO and LUMO frontier orbitals.
The shapes are largely similar in the HF and DFT results. For the conformers of
types 1, 3, 5, 6, 9 and 11, the HOMO is mostly located on the A ring, whereas it
extends also to the xanthone moiety for conformers containing the H23⋯O41 IHB.
The LUMO is located on the xanthone moiety for all the conformers.

3.2 Results in Solution

Since calculations in solution were performed only at the DFT/B3LYP/6-31+G(d,p)
level, the comparison of relevant quantities in different media is based only on the
DFT/B3LYP/6-31+G(d,p) results.
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Fig. 5 a Scan of the rotation
of the C1−C29 bond (C34–
C29–C15–C1 torsion angle),
highlighting the influence of
the orientation of the rest of
the molecule with respect to
the A ring. b Scan of the
rotation of the C15–C29 bond
(C34–C29–C15–C1 torsion
angle), highlighting the
influence of the orientation of
the B ring with respect to the
A ring
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The results in solution show trends consistent with many other observations in
solution, above all for molecules containing OH groups. For conformers with the
most stable IHB pattern (1-type conformers), the energy in solution does not
decrease significantly and may increase. This is likely related to the mainly
hydrophobic character of the IHB regions and to the greater stability of this IHB
pattern. For the other conformers, the relative energy decreases as the solvent
polarity increases. The decrease is sharper—above all in water solution—for con-
formers having an OH not engaged in an IHB (3, 7, 9), as this OH is available to
form intermolecular H-bonds with the water molecules. Although PCM does not
explicitly take into account directional solute-solvent interactions such as H-bonds,
its results are often attuned to the expected stronger solute-solvent interactions
when H-bonds are possible [8]. The relative energies in water suggest that even
conformers such as 2-a, 2-b or 3-a may be somewhat responsible for the molecule’s
biological activity (although these conformers would be excluded on the sole basis
of the results in vacuo).

Table 8 reports the solvent effect (free energy of solvation, ΔGsolv) and its
electrostatic component (Gel) for the three solvents considered. The ΔGsolv values
would suggest greater solubility in water than in the other two solvents. The
magnitude of ΔGsolv in water increases for higher energy conformers, in corre-
spondence with weaker IHB patterns or the absence of one IHB in the conformer
(both these factors facilitate stronger solute-water interactions, with consequent
greater stabilising effect by the solvent).

The dipole moment (Table 6) increases slightly as the solvent polarity increases.

1-b HOMO 1-b LUMO 2-a HOMO 2-a LUMO

DFT/B3LYP/6-31+G(d,p) results

1-b HOMO 1-b LUMO 2-a HOMO 2-a LUMO

HF/6-31G(d,p) results

Fig. 6 Typical shapes of the HOMO and LUMO frontier orbitals when the H23⋯O41
intramolecular hydrogen bond is not present (conformer 1-b) and when it is present (conformer
2-a). Results in vacuo from the methods for which calculations were made with fully relaxed
geometry
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Table 8 Solvent effect (free energy of solvation, ΔGsolv) and its electrostatic component (Gel) for
the conformers of muchimangin B in the three solvents considered

Conformer ΔGsolv (kcal/mol) Gel (kcal/mol)

In
chloroform

In
acetonitrile

In
water

In
chloroform

In
acetonitrile

In
water

1-a 7.64 15.44 0.59 −5.04 −7.35 −17.48

1-b 8.19 16.17 1.87 −4.97 −7.20 −17.10

1-c 7.43 15.47 0.90 −5.01 −7.24 −17.32

1-d 7.45 15.49 0.75 −5.01 −7.24 −17.51

1-e 7.56 15.38 0.81 −5.05 −7.44 −17.52

1-f 7.83 15.97 1.32 −4.64 −6.73 −16.88

2-a 5.84 13.43 −1.17 −5.87 −8.45 −18.14

1-g 6.86 14.86 −0.73 −5.10 −7.35 −18.27

1-h 7.91 15.98 1.51 −4.78 −6.96 −16.93

1-i −a 14.76 −0.46 −a −7.05 −17.39

2-b 6.00 13.64 −2.27 −5.83 −8.43 −19.61

3-a 6.57 13.58 −3.30 −6.48 −9.66 −21.94

3-b 7.53 15.08 −0.47 −5.75 −8.40 −19.59

3-c 6.16 13.51 −3.25 −6.42 −9.38 −21.73

4 5.56 12.75 −3.58 −6.88 −9.79 −21.47

5-a 5.89 12.89 −4.33 −7.15 −10.30 −22.90

5-b 6.31 13.44 −3.35 −7.18 −10.32 −22.82

6-a 5.76 12.69 −4.45 −7.33 −10.55 −23.10

6-b 6.31 13.44 −3.35 −7.18 −10.32 −22.82

5-c 5.59 12.77 −4.18 −7.20 −10.34 −22.90

6-c 5.69 12.95 −4.07 −7.13 −10.18 −22.83

7 4.02 10.45 −7.93 −8.54 −12.23 −26.03

8 4.00 10.73 −7.41 −8.16 −11.73 −25.23

9-a 4.29 10.45 −8.71 −8.90 −12.92 −27.55

9-b 5.80 12.40 −5.17 −7.98 −11.61 −24.98

9-c 4.34 11.07 −8.32 −8.59 −12.20 −27.29

10 2.68 8.79 −9.47 −9.59 −13.72 −27.25

11-a 3.80 9.83 −9.85 −9.70 −13.87 −29.07

11-b 4.49 10.71 −8.45 −9.53 −13.63 −28.66

11-c 3.64 9.91 −9.52 −9.59 −13.69 −28.86

Results from PCM DFT/B3LYP/6-31+G(d,p) single point calculations on the in-vacuo-optimised
DFT/B3LYP/6-31+G(d,p) results
a The calculation in chloroform solution does not converge for this conformer
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Although the comparison of the HOMO-LUMO energy gap in different media is
based only on the DFT results (Table 7), the trend-identification has proved reliable
for other molecules [28] and is, therefore, considered realistic. For conformers not
containing the H23⋯O41 IHB, the gap decreases slightly for chloroform and
acetonitrile, with respect to in vacuo, and increase slightly in water. For conformers
containing the H23⋯O41 IHB, the slight decrease in solution is steady with
increasing solvent polarity and water solution corresponds to the smallest value.

3.3 Adducts with Explicit Water Molecules

Three adducts with explicit water molecules were calculated for conformer 1-c: an
adduct with six water molecules (1-c-6aq), an adduct with nine water molecules
(1-c-9aq), and an adduct with 13 water molecules (1-c-13aq). Figure 7 shows their
geometries and their molecule-water interaction energies and Table 9 shows the
lengths of the H-bonds between water molecules and the MUCH-B molecule and
between different water molecules. The shorter solute-water distances correspond to
the cases when an OH of the xanthone moiety is donor to a water molecule, which
is made possible because the H23⋯O17 IHB weakens, and H23 bonds simulta-
neously to a water molecule.

For both 1-c-6aq and 1-c-9aq, no water molecules were placed in the region of
the cooperative H25⋯O19 and H26⋯O19 IHB in the inputs. The increase in the
solute-water interaction energy from 1-c-6aq to 1-c-9aq is consistent with the
greater stabilization of an adduct when two water molecules directly H-bonded to
the solute molecule are bridged by a third water molecule.

Water molecules forming pentagonal rings of O atoms [10] around the
H25⋯O19 and around the H25⋯O19 IHBs were placed in the input of 1-c-13aq
adding them to the optimised geometry of 1-c-9aq (the pentagonal rings including
O18, O19 and three water molecules, or O18, O20 and three water molecules). The
optimisation confirms the hydrophobic character of the IHBs. Although one water
molecule remains bonded to O19, no water molecule remains bonded to O18 or
O20: water molecules bonded to each other “keep away” from the two IHBs, and
one water molecule bonds to O17 or O21, on either side of the two strong IHBs.
This is consistent with the results obtained for other molecules in which an sp2 O
forms an IHB with an OH attached to an aromatic ring [10].

Table 10 compares the parameters of the IHBs in the isolated MUCH-B mole-
cule and in the three adducts. Remarkable changes occur for the H23⋯O17 IHB, as
H23 rotates off plane enough to be able to simultaneously H-bond a water molecule:
the length of H23⋯O17 increases, and the OĤO angle decreases.

The counterpoise BSSE corrections (kcal/mol) were 12.43 for 1-c-6aq, 19.15 for
1-c-9aq and 25.07 for 1-c-13aq.
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1-c-6aq  -16.394 kcal/mol

1-c-9aq  -21.271 kcal/mol

1-c-13aq  -25.746 kcal/mol

Fig. 7 Calculated adducts of conformer 1-c with explicit water molecules. Both ball-and-sticks
and space-filling models are shown, to better highlight the adducts’ geometries. The name of the
adduct is reported on the left, and the molecule-water interaction energy on the right
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Table 9 Length of water-molecule and water-water hydrogen bonds in the calculated adducts of
the 1-c conformer of muchimangin B

Adduct Water-water hydrogen bonds Water-molecule hydrogen bonds

Distance considereda Length (Å) Distance considereda Length (Å)

1-c-6aq HF⋯OE 2.068 HA⋯O43 2.457

HB⋯O16 2.211

HC⋯O17 2.363

HD⋯O20 2.529

HD⋯O21 2.250

HE⋯O22 2.137

HF⋯O41 2.394

1-c-9aq HA⋯OB 2.064 HA⋯O42 2.279

HB⋯OC 2.079 HB⋯O43 2.272

HD⋯OF 1.960 H23⋯OC 1.855

HG⋯OH 2.079 HD⋯O17 2.272

HE⋯O16 2.143

HF⋯O41 2.058

HG⋯O20 2.597

HH⋯O21 2.110

HI⋯O22 2.271

1-c-13aq HA⋯OB 2.075 HA⋯O42 2.285

HB⋯OC 2.098 HB⋯O43 2.256

HC⋯OF 1.805 H23⋯OC 1.817

HF⋯OE 2.047 HD⋯O16 2.143

HF⋯OG 2.101 HE⋯O41 1.962

HH⋯OE 2.012 HG⋯O16 2.057

HH⋯Og 2.063 HI⋯O19 2.236

HI⋯OH 1.942 HM⋯O22 2.240

HJ⋯OI 1.912

HK⋯OJ 1.954

HL⋯OK 1.926
a The geometeries of the adducts are shown in Fig. 7. The water molecules are denoted by
uppercase letters, in the following way:
For adduct 1-c-6aq: A is the water molecule bonded to O43; B is the water molecule bonded to
O16; C is the water molecule bonded to O17; D is the water molecule bonded to O20 and O21; E
is the water molecule bonded to O22; F is the water molecule bonded to O41. For adduct 1-c-9aq:
A is the water molecule bonded to O42; B is the water molecule bonded to O43; C is the water
molecule bonded to H23; D is the water molecule bonded to O17; E is the water molecule bonded
to O16; F is the water molecule bonded to O41; G is the water molecule bonded to O20; H is the
water molecule bonded to O21; I is the water molecule bonded to O22. For adduct 1-c-13aq: A is
the water molecule bonded to O42; B is the water molecule bonded to O43; C is the water
molecule bonded to H23; D is the water molecule bonded to O16; E is the water molecule bonded
to O41; F is the water molecule bonded to C, E and G; G is the water molecule bonded to O16; H
is the water molecule bonded to E, H and I; I is the water molecule bonded to O19; J is the water
molecule bonded to I and K; K is the water molecule bonded to O21; K is the water molecule
bonded to K; M is the water molecule bonded to O22
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4 Discussion and Conclusions

The computational study has highlighted the main properties of the MUCH-B
molecule in vacuo and in the three solvents considered. The IHB pattern has the
dominant role in determining conformational preferences, and the mutual orienta-
tion of the three moieties also plays a significant role. The results from the different
calculation methods utilised are consistent. They are also consistent with the
findings for other molecules, as far as individual common features—such as the
behaviour of and around a certain type of IHB—is concerned.
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Molecular Dynamics Analysis of FAAH
Complexed with Anandamide
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Abstract Fatty Acid Amide Hydrolase (FAAH) is a very interesting serine
hydrolase that promotes the hydrolysis of both amides and esters, such as the
endogenous cannabinoid anandamide or N-arachidonoyl ethanolamine (AEA), and
the sleep-inducing lipid oleamide. The therapeutic potential from the pharmaco-
logical modulation of this enzyme is vast, including relevant neurological and
inflammatory disorders. Different computational approaches have fallen upon the
characterization of the oleamide-FAAH monomer complex. With this study, we
propose a description of both the dimeric and monomeric FAAH complexes with
the substrate anandamide, in order to look for relevant interactions in the active-site
and differences in the monomer and dimer incorporation approaches. The study
involves a comparative analysis of several important molecular aspects for which
are vital not only motion but also the conformational sampling of both enzyme and
substrate as well as their interaction, with the inclusion of solvent. This work
comprises a flexibility analysis of FAAH through Root Mean Square Fluctuation
(RMSF), Solvent Accessible Surface Accessible Area (SASA) measurements on the
substrate and enzyme, Radial Distribution Functions (RDFs) of the water molecules
hydrating anandamide, as well as a study on significant hydrogen bonds between
the active-site residues and the substrate. The results highlight meaningful inter-
acting residues of the FAAH active-site with the AEA substrate, and the importance
of considering the dimeric complex when flexibility effects are relevant.
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1 Introduction

Fatty Acid Amide Hydrolase (FAAH) [1], first isolated from rat liver [2] is a
mammalian membrane-associated enzyme that belongs to the amidase signature
(AS) family, a class of serine hydrolases with a unique catalytic triad of Ser-Ser-Lys
[3–7]. FAAH catalyzes the hydrolysis of both amides and esters [8]. Known sub-
strates include anandamide (Fig. 1), an endogenous cannabinoid ligand for both
cannabinoid receptors [9] and non-cannabinoid receptors [10], and oleamide, a
sleep-inducing lipid originally isolated from the cerebrospinal fluid of sleep-
deprived cats [11–14].

The role of FAAH in the inactivation of neuromodulatory lipid amides as well
as several other experimental studies, including knockout models for the enzyme
[15–28], inhibition studies [29–34], and immunohistochemical evaluations [35, 36],
have confirmed FAAH as a potent potential pharmacological target to treat
numerous pathophysiological conditions, such as sleep disorders, neuropathic and
inflammatory pain, neurological conditions, inflammatory disorders, hypertension
and even cancer [17, 37–42]. Furthermore, associations were made between
polymorphisms of the Faah gene and disorders such as obesity [43] and drug-
addiction [44]. A potential neuroprotective therapeutic profile for FAAH inhibitors
has also been characterized, revealing potential against relevant neuropathological
states including traumatic brain injury, Alzheimer’s disease, Huntington’s Disease,
Parkinson’s Disease, and stroke [38].

The pharmacological inhibition of FAAH has attracted great attention in recent
literature, mainly due to the avoidance of unwanted side effects of the conventional
cannabinoid receptors agonist’s based therapy [17, 38, 45, 46]. Several classes of
inhibitors for the FAAH enzyme have been described in the literature [42, 45, 47–49]
and patents have been applied for, describing FAAH inhibitors [45, 46]. Several of
these inhibitors are nowmoving, or have moved into clinical trials mainly focused on
pain and inflammatory disorders. Promising results for human efficacy have been
observed [45, 46, 50], with some of the inhibitors moving into clinical trials to treat
anxiety and depression as a consequence [45].

FAAH is a homodimeric enzyme that exhibits a series of channels and cavities
involved in the substrate binding and recognition [3, 42]. The catalytic mechanism
of this enzyme involves a nucleophilic attack from the catalytic Ser241 on the
carbonyl group of the substrate, forming a tetrahedral intermediate, which then

Fig. 1 The anandamide substrate: structure of the molecule with the indication of the
nomenclature used to describe the oxygen and nitrogen atoms present throughout the manuscript
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collapses to release the amine and the enzyme-bound acyl intermediate. Lys142 acts
as a general base-general acid, mediating both the deprotonation of Ser241 and
subsequent protonation of the leaving group, shuttled through Ser217. The reaction
terminates with a water-mediated deacylation of the acyl enzyme-bound interme-
diate [4, 7, 8, 51]. The mechanistic characterization of the hydrolysis of oleamide
and similar compounds has been computationally carried out with QM/MM cal-
culations [52–56]. Furthermore, studies on drug-design computational perspectives
for inhibitors of FAAH have appeared to [57–59].

The present study provides an extensive atomic-level molecular dynamics
structural analysis for the FAAH-anandamide complex, of both monomer and di-
merized structures of the enzyme. The intent was also to discover key players at the
active site complexed with anandamide. An extensive analysis was performed on
the protein stability during MD, residue flexibility, and analysis of the SASA, for
both monomer and dimer complexes of FAAH-anandamide. Additionally, the water
distribution around anandamide and a hydrogen bond analysis for the substrate
inserted in the active site were considered.

In sum, the results provide detailed atomistic insights that include the dynamic
effect of the systems and the effect of the solvent, complementing the static view
that could be obtained from the X-ray structures available for this enzyme, and
contributing with important indications for future mechanistic and drug-design
studies on this important enzyme, allowing a better understanding of FAAH.

2 Methodology

The AMBER 10 [60] molecular dynamics package was used in all the molecular
dynamics simulations performed. The monomer and dimer systems were prepared
from the 1MT5 X-ray crystallographic structure of FAAH complexed with an
arachidonyl inhibitor (methoxy arachidonyl fluorophosphonate) [3]. The full X-ray
structure contains a total of 32 subunits, each one with 572 amino acids. A monomer
and a dimer were prepared from this structure and considered for the MD study. In
both systems, the substrate analogue methoxy arachidonyl fluorophosphonate was
modelled into the endogenous cannabinoid substrate anandamide. The Duan et al.
2002 [61] parameters were employed to describe the protein, while the
ANTECHAMBER module [62] of AMBER and the General AMBER Force Field
(GAFF) [63] were used to parameterize the anandamide substrate (Fig. 1), with
charges derived with RESP at the HF/6-31G(d) level of theory, to be coherent with
all other parameters used.

Conventional protonation states for all amino acids at pH 7 were considered. All
the hydrogen atoms were added and counter-ions (Cl−) were employed to neutralize
the positive charge of the system (ranging from −3 to −6, in the monomer and
dimer studies, respectively). The Leap program was used in this regard. Each
system was placed in its own rectangular box containing a minimum distance of
12 Å of TIP3P water molecules between the enzyme and the box side. The size of
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these systems was of ca. 75,000 and 150,000 atoms, respectively for the monomer
and dimer.

Each of the two systems was subjected to a 4-stages refinement protocol using
the SANDER module of AMBER 10, in which the constraints on the enzyme were
gradually removed. In the first stage (10,000 steps), 50 kcal/mol/Å2 harmonic forces
were used to restrain the positions of all atoms in the systems except those from the
water molecules. In the second stage (10,000 steps) these constraints were applied
only to the heavy atoms, and in the third stage (30,000 steps), they were limited to
the CA and N atom-type atoms (backbone alfa carbon atoms and nitrogen atoms).
This process ended with a full energy minimization (4th stage, maximum 80,000
steps) until the rms gradient was smaller than 0.02 kcal/mol/Å2.

MD simulations were carried out using the PMEMD module of AMBER 10, and
considering periodic boundary conditions to simulate a continuous system. The
SHAKE algorithm [64] was applied to fix all bond lengths involving a hydrogen
bond, permitting a 2 fs time step. The Particle-Mesh Ewald (PME) method [65] was
used to include the long-range interactions, and a non-bond interaction cut-off
radius of 10 Å was considered. Following a 40 ps equilibration procedure, 10 ns
MD simulations were carried out at 310 K for each of the 2 systems (a total of
20 ns), using Langevin temperature coupling and constant pressure (1 atm) with
isotropic molecule-based scaling. The MD trajectory was sampled every 2 ps. All of
the MD results were analyzed with the PTRAJ module of AMBER 10.

The ConSurf server [66] was used to obtain estimated conservation grades for
each amino acid position along the FAAH sequence. This server uses the initial 3-D
structure of a given protein or domain (in this case the chain A in the 1MT5 PDB
structure [3]) and carries out a search for close homologous sequences using the
PSI-Blast [67] heuristic algorithm, with default parameters, to collect homologous
sequences of a single polypeptide chain of known 3D-structure from the SWISS-
PROT database [68]. These sequences are then aligned against the sequence of the
initial protein with the MUSCLE algorithm [69]. A conservation score is calculated
along each amino acid position using an empirical Bayesian [70] approach. The
ConSurf-HSSP database may be accessed at http://consurf-hssp.tau.ac.il.

3 Results and Discussion

This section describes the broad analysis on the FAAH-anandamide complex of
both monomer and dimer complexes. First, a description of the stability of both
systems is shown through a Root Mean Square Displacement analysis (RMSD).
Root Mean Square Fluctuation (RMSF) values on both monomer and dimer
complexes are also presented, allowing an analysis on the flexibility patterns of
both systems. Finally, and in order to characterize the interaction of FAAH and the
anandamide substrate, SASA analysis, Radial Distribution Functions (RDFs) of the
water around the substrate, and hydrogen bond analysis on the active-site are
additionally conducted.
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3.1 Root Mean Square Deviation (RMSD) Analysis

Figure 2a shows the RMSD values for the backbone carbon atoms in the monomer
and dimer MD simulations, while Fig. 2b presents the same values but for the
framework of carbon atoms in the anandamide substrate in the two simulations. The
results show that both the protein and the substrate molecule are well equilibrated
after the initial 4 ns in both simulations. In agreement with this observation only the
remaining 6 ns on both simulations were taken into consideration for the calculation
of the values in the subsequent sections.

3.2 Root Mean Square Fluctuation (RMSF) Analysis

The Root mean square fluctuation values illustrate the average displacement (i.e. the
positional variation) of each structural element considered in relation to their
average structure over the last 6 ns of simulation, thereby giving an indication of the

Fig. 2 a RMSD representation of the protein Cα atoms as a function of time for the monomer and
dimer MD simulations; b RMSD representation of the anandamide (AEA) carbon atoms (C) as a
function of time for the monomer and dimer MD simulations
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relative flexibility that characterizes each of these components. In this study such
analysis was performed for each amino acid residue, considering the Cα carbon
atoms. Figure 3 presents the RMSF values calculated for all the amino acid residues
from the MD simulation on the monomer and dimer FAAH structure.

The results highlight the existence of intrinsic differences in terms of flexibility
between the several amino acid positions when treating the FAAH monomer and
dimer structures. While in the monomer simulation the RMSF differences between
the more flexible and the less flexible regions of the enzyme are very pronounced,
in the dimer simulation there is a much higher homogeneity in terms of RMSF
values along the FAAH amino acid sequence.

In the monomer structure there are 4 main flexible regions. Region 1 comprises
the moderately conserved amino acids residues Gln65, Asn66 and Pro67 (with
conservation scores between 6 and 8). Region 2 is defined by a stretch of 11 amino
acid residue between Gln81 and Leu91. Residues in this region are in general
poorly or moderately conserved, with conservation scores between 1 and 5. The
only exceptions are Leu82 and Leu86 with amino acid conservation scores of 7 and
6, respectively. Region 3 is comprised by the amino acid residues Pro129, Arg130,
Gln131, and Gly132. Arg130 is highly conserved (conservation score 9), while the
remaining 3 residues are very poorly conserved among related sequences. Finally,
region 4 is defined by a set of 9 amino acid residues, located between Arg315 and
Arg323. All the residues are poorly conserved (conservation score lower than 4).

Interestingly, all these 4 regions are only moderately or poorly flexible in the
RMSF analysis for the dimer. In this case, the more flexible regions are located
between the amino acid residues Gly402-Ala431, and Val512-Gly544. While the
more flexible regions identified in the monomer simulation refer to amino acid res-
idues that in the functional FAAH dimer in the cell would be located opposite to the
protein-membrane surface, i.e. in contact with the solvent, the more flexible regions
identified in the dimer simulation refer to amino acid residues that are located in the
portion of the enzyme that would interact with the cellular membrane (Fig. 4).

Fig. 3 RMSF analysis for all the amino acid residues along the FAAH sequence calculated for the
last 6 ns of the MD simulation performed for the monomer and dimer simulation. The values for
the dimer refer to the average values calculated for each residue in the two chains
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These observations highlight the global differences, in terms of flexibility, that
exist between simulations performed on both structural elements—the FAAH
monomer and the dimer. While for some more localized properties, the MD sim-
ulations performed in the monomer may be taken as a safe approximation to a more
computational expensive simulation performed on the dimer, for other more global
dynamic properties, such as flexibility, the inclusion of a second chain is required.

3.3 SASA Analysis

Anandamide accessible surface. SASA analysis allows an examination of the part
of a given molecule that is exposed to molecules from the solvent, calculated from a
probe radius that is characteristic of the solvent considered. With water, the probe
radius normally considered is 1.4 Å.

The analysis performed for the anandamide substrate in the MD simulations
demonstrates that this molecule is almost fully shielded from the solvent by the
protein. In fact, the MD simulations performed with the monomer structure dem-
onstrate an average SASA of only 19.2 Å2 for the ligand molecule, a value that
represents only 2.8 % of the total surface area of the anandamide molecule free in
solution (687 ± 10 Å2). Throughout the full MD simulation analyzed (3,000 con-
figurations at 2 ps intervals), a maximum percentage of SASA of 6.2 % (44.2 Å2)
was observed for this molecule, while a minimum value of 0.5 % (3.5 Å2) was
encountered. These numbers are globally maintained in the MD simulations per-
formed for the dimer (average SASA of 20.1 ± 6.8 Å2), showing that for properties

Fig. 4 Schematic representation of the most flexible regions (in terms of RMSF) identified in the
monomer and dimer FAAH simulations, highlighting the differences observed for the two levels of
structure considered

Molecular Dynamics Analysis of FAAH Complexed with Anandamide 121

elena.bichoutskaia@nottingham.ac.uk



involving simply active-site binding of substrate (and possibly inhibitor) molecules,
a single monomer is enough to guarantee a good description of the dynamics effects
involved. Results are summarized in Table 1.

Anandamide contact surface. Anandamide establishes relevant van der Waals
interactions with a total of 30 active-site amino acids residues, most of them of
hydrophobic nature, as expected. Results are summarized in Table 2. The amino
acid residues that account for most of the anandamide contact surface are Leu192
(average 11.9 %, maximum 19.3 %), Thr488 (10.6 %, 15.8 %), Phe432 (10.4 %,
15.4 %), Leu404 (9.2 %, 14.8 %), Ile491 (7.9 %, 12.4 %), and Leu380 (6.1 %,
12.6 %), as illustrated in Fig. 5. While Leu192 and Phe432 are highly conserved
amino acid residues (with conservation scores of 9 and 7 respectively), the
remaining residues are poorly conserved among related protein sequences.

In addition, several polar amino acid residues are in contact with the anandamide
contact surface. Examples include the poorly conserved Glu373 and Ser376, and
the highly conserved Arg428 and the catalytic Ser241 amino acid residues.

Protein. The calculated SASA for the monomer protein was of 22,620 ± 312 Å2,
while that of the dimer was of 40,379 ± 364 Å2. These results demonstrate that
dimer formation buries about 2,050 Å2 per subunit, a value that represents 9 % of
the surface of each subunit, resulting in an accessible surface area per monomer of
20,574 Å2 (Table 3).

Radial Distribution Function (RDF) analysis. To have a more quantitative
picture of the distribution of water molecules around the anandamide molecule we
have performed a radial distribution function analysis of water (from the water
oxygen atom) around the two oxygen atoms and around the nitrogen atom of the
anandamide molecule, i.e. all the non-carbon and non-hydrogen atoms present in
this molecule. Results are presented in Fig. 6.

The results obtained are in agreement with the SASA pattern obtained for the
anandamide molecule by showing that the water molecules are in general very far
away from the anandamide molecule. In fact, no water molecule is present at a
distance of less than 2.45 Å from any of these three key atoms in anandamide. For
the O25 and N2 atoms this water free distance can be extended to 4 Å (Fig. 6).
However, the RDF analysis reveals a well defined water sphere around the O11
atom, with a maximum probability distance at 2.65 Å, corresponding to the average
presence of 1 water molecule. The distance for which in average 2 water molecules
are present around O11 is 5.45 Å, but at a distance of 4 Å an average number of 1.6
water molecules can be inferred (Fig. 6). Visual inspection of the MD simulation,

Table 1 SASA values
calculated for the anandamide
molecule in the monomer and
dimer simulations

Average SASA Maximum
SASA

Minimum
SASA

Anandamide Å2 % Å2 % Å2 %

Monomer 19.2 ± 5.7 2.8 44.2 6.2 3.5 0.5

Dimer 20.1 ± 6.8 2.9 46.3 6.5 3.3 0.5

122 S.F. Sousa et al.

elena.bichoutskaia@nottingham.ac.uk



particularly in the vicinity of the O11 atom and of the MD simulation, allows the
presence of 2 water molecules within a 6 Å radius of the O11 atom. These two
water molecules are retained around the O11 position during the full simulation,
with one of them establishing a strong hydrogen bond with the O11 atom of
Anandamide during most of the simulation.

Table 2 Analysis of the anandamide contact surface with 30 active-site amino acid residues, with
indication of the average, maximum, and minimum percentages of anandamide contact surface for
each amino acid residue during the MD simulation

Interacting
residue

Average percentage
anandamide contact
surface (%)

Maximum percentage
of anandamine
contact surface (%)

Minimum percentage
of anandamine
contact surface (%)

Amino acid
conservation
score

MET191 0.0 ± 0.0 0.4 0.0 8

LEU192 11.9 ± 1.9 19.3 5.2 9

SER193 0.1 ± 0.2 2.0 0.0 7

PHE194 5.2 ± 1.2 9.4 1.4 7

GLY216 0.4 ± 0.3 1.6 0.0 9

SER217 0.0 ± 0.1 0.8 0.0 9

ILE238 2.3 ± 0.9 5.9 0.1 9

GLY239 0.3 ± 0.3 2.3 0.0 9

GLY240 0.1 ± 0.2 1.0 0.0 9

SER241 0.6 ± 0.3 1.9 0.0 9

PHE244 0.9 ± 0.6 4.2 0.0 6

VAL276 2.0 ± 1.0 7.1 0.0 6

TYR335 5.2 ± 1.1 9.0 1.3 1

LEU372 4.7 ± 0.8 8.2 2.5 5

GLU373 3.3 ± 1.0 7.4 0.6 1

SER376 1.0 ± 0.5 3.6 0.0 4

ALA377 4.0 ± 1.0 8.1 0.7 5

LEU380 6.1 ± 1.8 12.6 1.4 3

PHE381 3.2 ± 1.3 8.2 0.1 5

LEU404 9.2 ± 1.6 14.8 3.5 4

ARG428 0.8 ± 0.9 6.1 0.0 7

ALA431 1.4 ± 0.6 4.4 0.0 5

PHE432 10.4 ± 1.4 15.4 6.6 7

SER435 0.1 ± 0.1 1.4 0.0 6

THR488 10.6 ± 1.5 15.8 5.3 5

GLY489 1.7 ± 0.7 4.9 0.1 3

ILE491 7.9 ± 1.3 12.4 4.4 4

SER492 0.3 ± 0.3 2.0 0.0 6

VAL495 2.8 ± 1.1 6.8 0.0 3

TRP531 3.4 ± 1.2 7.8 0.0 4
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Fig. 5 Schematic representation of the anandamide contact surface prepared from the average
structure in the monomer MD simulation, illustrating the binding pocket and the surface defined by
the 30 interacting amino acid residues. The top 6 contact surface residues are the subject of
particular attention. a The anandamide contact surface defined by the 30 amino acid residues;
b Global view; c Top 6 residues—front view; d Top 6 residues—rear view

Table 3 SASA values calculated for FAAH in the monomer and dimer simulations

Average SASA per
monomer/Å2

Maximum SASA per
monomer/Å2

Minimum SASA per
monomer/Å2

Monomer 22,620 ± 312 23,608 21,881

Dimer 20,574 ± 363 21,061 19,837

Fig. 6 Radial distribution functions (RDFs,) and number of water molecules as a function of the
distance to O25, O11, and N2 atoms in anandamide calculated from the FAAH monomer
simulation
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Hydrogen Bonding (H-Bond) analysis. To obtain a more atomic-level picture
of the hydrogen bonds identified in the previous section from the RDF analysis and
to identify additional relevant hydrogen bonds involving the anandamide substrate
we decided to perform a full-hydrogen bonding analysis.

The results (Table 4) fail to show any significant hydrogen bond between
anandamide and the amino acid side chains at the active-site. Interestingly however,
three hydrogen bonds with backbone oxygen atoms of highly conserved amino acid
residues have been identified. These are Leu192, Ser193 and Ile238. Particular
attention should be focused on the interaction with Ile238, since it is part of the
oxyanion hole of the active site [55]. The backbone oxygen atom of Ile238
establishes a very important hydrogen bond, present during more than 80 % of the
simulation, with the hydrogen atom connected to N2 in anandamide. Leu192
interacts through its backbone oxygen atom with the hydrogen linked to O25 in
anandamide, forming a hydrogen bond that is present during ca. 65 % of the
simulation. The hydrogen at O25 partially interacts also with the oxygen atom of
Ser193 (Fig. 7).

As seen in the RDF analysis one water molecule establishes a strong hydrogen
bond with the anandamide O11 atom. Both hydrogen atoms of this water molecule
participate alternatively in this interaction, with predominance of one of these atoms
(62.0 % vs. 30.5 % of occupation). No other hydrogen bonds with duration higher
than 5 % of the simulation were identified between any other water molecule and
anandamide.

Interestingly no relevant hydrogen bonds were found with other oxyanion hole
residues (Gly239, Gly240, and Ser241) as well as with Met191, thought to be
relevant in the oleamide-FAAH complex. It is also relevant the fact that the reaction
catalyzed by FAAH is mediated by a high-energy state [55, 56]. Hence, this
analysis could be masking relevant reactive conformations, distinct from the pre-
dominant enzyme-substrate complex here described.

Table 4 Summary of the most relevant hydrogen bonds (i.e. those present during more than 5 %
of the simulation) formed between the anandamide molecule (AEA) and the active-site amino acid
residues of the FAAH enzyme and water molecules (only the hydrogen bonds that were present
during more than 5 % of the total simulation time are included)

Donor Acceptor Occupation
(%)

Distanceb

(Å)
Lifetime
(ps)

Max occupation
(ps)

Res Atom1 Atom2 Res Atom1

AEA N2 H Ile238 O 87.1 2.82 ± 0.09 8.7 ± 12.0 91

AEA O25 H Leu192 O 65.9 2.79 ± 0.11 3.8 ± 5.0 53

Wata O H1 AEA O11 60.2 2.70 ± 0.11 19.4 ± 30.9 190

Wata O H2 AEA O11 34.7 2.71 ± 0.11 10.4 ± 17.1 99

AEA O25 H Ser193 O 9.9 2.80 ± 0.11 1.5 ± 1.1 8
a The two hydrogen bonds are established with the same water molecule, but with different hydrogen atoms
b The distance presented refers to the distance between the two heavy atoms involved

Molecular Dynamics Analysis of FAAH Complexed with Anandamide 125

elena.bichoutskaia@nottingham.ac.uk



4 Conclusions

Molecular modelling and molecular dynamics simulations are important tools in
understanding the structure and function of biological ensembles. Molecular sim-
ulations can help to conceive and characterize conformational changes on proteins
that play an essential role in their function, also providing a description at the
atomic-level of the same changes. Hence, it allows the migration from a static and
rigid protein structure conception to a more flexible and dynamic view. In enzy-
matic mechanistic studies, MD plays an important role, describing an enzyme-
substrate conformational sampling, essential as a preliminary for mechanistic
evaluations by methods such as QM/MM.

This study, in particular, provides a detailed analysis of key elements mediating
the interaction between the FAAH enzyme and the anandamide substrate. In
addition, it offers a characterization of the FAAH dimer model in contrast with the
monomer, in terms of flexibility.

The results point towards pronounced differences between the flexibility profile
for the monomer and dimer structures of the enzyme that could account for future
considerations of the dimeric structure in future studies where the flexibility effects
are relevant. Interestingly, with the monomer, the regions with higher flexibility are
the regions of the enzyme with a more relevant interaction with the solvent. In the
dimer case, the more flexible regions are those expected to interact with the
membrane.

This study has also characterized 6 of the more relevant interacting residues in
the active site with the substrate anandamide, in terms of the contact surface area.
The more relevant residues ordered in terms of greater to lower extent are Leu192,
Thr488, Phe432, Leu404, Ile491, and Leu380. Also, several polar amino acid
residues are in contact with the anandamide surface. Examples include the poorly
conserved Glu373 and Ser376, and the highly conserved Arg428 and catalytic
Ser241 amino acid residues.

Fig. 7 Most relevant hydrogen bonds established with the anandamide substrate
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The analysis of RDF’s and hydrogen bonding analysis accounted for 2 water
molecules interacting with the anandamide substrate, as well as forming relevant
hydrogen bonds through the simulation, with oxygen O11 of anandamide. Addi-
tionally, important hydrogen bonds were observed with anandamide and the resi-
dues Ile238, Ser193, Leu192 with both atoms O25 and N2 from the substrate.

The conformational and dynamics analysis of the anandamide-FAAH complex,
point towards relevant active-site residue interactions with the anandamide sub-
strate, which could be relevant in the stabilization of the substrate, and fruitful for
future developments of FAAH inhibitors and enzymatic catalysis evaluations.
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Intense Field Molecular Photodissociation:
The Adiabatic Views

R. Lefebvre

Abstract The adiabatic theory requires the time scale of the changes in the
Hamiltonian to be larger than the time scale of the changes in the system. The
solution of the wave equation is expressed in terms of the instantaneous solutions.
A formalism known as the adiabatic Floquet theory is being currently applied to
describe photodissociation of molecules at high intensity in the optical range, where
these conditions are not fufilled. We show how to justify this approach, and we use
the direct solution of the time-dependent Schrodinger equation to confirm its
validity.

Keywords Molecular photodissociation � Adiabatic theory � Floquet formalism

1 Introduction

The adiabatic approach to treat a quantum system is considered as a useful tool
which avoids the difficult task of looking for the exact solutions of the time-
dependent Schrödinger equation [1–3]. The applicability of the method requires the
time scale for the variation of the time-dependent contribution to the Hamiltonian to
be larger than the time scale of the exposed system, given typically by the inverse of
level separations. The method, first developed for Hermitian Hamiltonian, has also
been applied to the dissipative case, that is to non-Hermitian Hamiltonians [4–6],
with also some discussion for the conditions of applicability [5]. We wish, in this
paper, to consider the case of a molecule exposed to a strong laser pulse. This
problem has sometimes been treated by the method called the adiabatic Floquet
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approach (see for instance [7–9]). We will show that this method is not in conformity
with the standard adiabatic procedure. Adiabatic transport has also been recently
discussed for the case of two neighbouring resonances which may coalesce at a
so-called exceptional point in parameter space [8, 10–13]. We consider here only the
case of an isolated resonance. The paper is organized as follows: Sect. 2 gives the
elements of the description of a diatomic molecule exposed to a pulsed electro-
magnetic field. We then consider two options which are possible steps toward an
adiabatic description of the dynamics. In Sect. 3 we follow the traditional adiabatic
treatment based on the instantaneous solutions of the wave equation. In Sect. 4 we
review a route leading to more acceptable results. In Sect. 5 a wave packet
description, with a step by step solution of the time-dependent Schrödinger equation,
confirms the results of Sect. 4. The system Hþ

2 is considered in the applications.

2 The Time-Dependent Wave-Equation

We consider a one-dimensional model molecule involving only two electronic
states j1i and j2i. Potential energies V1ðRÞ and V2ðRÞ are associated to these two
states, R being the interatomic distance. V1ðRÞ accommodates a series of bound
vibrational states while V2ðRÞ is a repulsive potential. This is the situation met in the
Hþ

2 species, where V1ðRÞ is in fact VgðRÞ, the potential of the state described by a
1rg orbital, and V2ðRÞ the potential VuðRÞ of the state described by a 1ru orbital. If
the rotational period of the molecule is shorter than the laser pulse duration, R is
enough to account for the nuclear motion. This is the case for Hþ

2 where the
rotational period can estimated to be about 7 ps while we will be considering pulses
of duration 30 fs. The wave function of the system is expanded on these two states

jWðR; tÞi ¼ v1ðR; tÞj1i þ v2ðR; tÞj2i; ð1Þ

The two unknown functions v1ðR; tÞ and v2ðR; tÞ describe the field-assisted nuclear
dynamics. After elimination of the electronic wave functions, the Hamiltonian for the
molecule exposed to a laser pulse is

HðR; tÞ ¼ TN þ VgðRÞ lðRÞE0ðtÞ cosðxðtÞtÞ
lðRÞE0ðtÞ cosðxðtÞtÞ VuðRÞ

� �
ð2Þ

TN is the nuclear kinetic energy operator. The wave function is now reduced to a
column vector with two elements v1ðR; tÞ and v2ðR; tÞ. This form of the Hamiltonian
means that there is an envelope function E0ðtÞ for the electric field amplitude
and a time dependent frequency xðtÞ. lðRÞ is the transition dipole moment. This
Hamiltonian is not periodic. There are two ways to proceed further. The common
adiabatic approach [1–3] consists in defining first the instantaneous solutions, with
t considered as a parameter. These wave functions Winst:ðR; tÞ can be obtained by
solving
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HðR; tÞWinst:ðR; tÞ ¼ Einst:ðtÞWinst:ðR; tÞ ð3Þ

with

Winst:ðR; tÞ ¼ ~v1ðR; tÞj1i þ ~v2ðR; tÞj2i; ð4Þ

The two functions ~v1ðR; tÞ and ~v2ðR; tÞ obey the two coupled equations

TN þ VgðRÞ � Einst:ðtÞ
� �

~v1ðR; tÞ þ lðRÞE0ðtÞ cosðxðtÞtÞ~v2ðR; tÞ ¼ 0 ð5Þ

and

TN þ VuðRÞ � Einst:ðtÞ½ �~v2ðR; tÞ þ lðRÞE0ðtÞ cosðxðtÞtÞ~v1ðR; tÞ ¼ 0 ð6Þ

These equations are to be solved for fixed t. The consequences of this choice are
developped in Sect. 3. We note that a diagonalization of the potential matrix leads
to time-dependent potentials for the description of the nuclear motion. Time
dependent potentials have already been considered in the context of an improve-
ment of the Born-Oppenheimer scheme for a time-dependent Hamiltonian [14, 15].

We can also define quasi-adiabatic solutions by considering that the field
amplitude and wavelength are functions of some parameter t0. The Hamiltonian
takes the form

HðR; t; t0Þ ¼ TN þ VgðRÞ lðRÞE0ðt0Þ cosðxðt0ÞtÞ
lðRÞE0ðt0Þ cosðxðt0ÞtÞ VuðRÞ

� �
ð7Þ

The Hamiltonian is made periodic, with period T ¼ 2p=xðt0Þ. The Floquet
formalism is applicable [16]. We note the relation

HðR; tÞ ¼ HðR; t; t0Þjt0¼t ð8Þ

Section 4 is devoted to the solutions issued from this approach.

3 The Instantaneous Solutions

Panel (a) of Fig. 1 shows the two lowest potentials of Hþ
2 (taken from Bunkin and

Tugov [17]). Panel (b) gives the potentials as modified by the matter-field coupling
at the maximum intensity of the pulse (Imax ¼ 0:2� 1013 W=cm2). The potential
matrix is diagonalized at every value of the internuclear distance R. The dipole
transition moment is also taken from [17]. The potential adiabatic representation
provides the best insight for the physical processes under way [18]. Because the
coupling is asymptotically divergent, an important aspect emerges in these adiabatic
potentials: The two potentials VþðRÞ and V�ðRÞ tend to separate from each other, so

Intense Field Molecular Photodissociation … 137

elena.bichoutskaia@nottingham.ac.uk



that the lower potential acquires a barrier. Of course, if we have t as a parameter,
this barrier will be parameter-dependent. When the field amplitude passes through
zero, the two potentials have the same asymptotic limit, a feature which is present in
the field-free molecule. The laser pulse to be considered has a duration of
Tf ¼ 30 fs. The wavelength is k ¼ 575� 10�7 cm. The intensity is given the form
IðtÞ ¼ Imax sinðpt=Tf Þ. There are 16 oscillations in the pulse, meaning that the
intensity passes 32 times through maxima. The molecule is supposed to be in the
t ¼ 12 level before being submitted to the field. It is useful at this point to check
that the resonances are well isolated. This is done in Fig. 2, showing the energy
trajectories for the resonances issued from t ¼ 12, but also for those issued from
t ¼ 11 and t ¼ 13. However this isolation is not enough to justify an adiabatic
treatment, since the field quantum (17,391 cm−1) is much larger than the level
separations, of the order of 1,000 cm−1. The Eqs. (5) and (6) are solved with the
Fox-Goodwin algorithm [19], with matching of propagated inward and outward
solutions [18]. Because we are looking for a resonance, we use complex scaling in
the asymptotic region to change the normally divergent resonance wave functions
into converging ones [20]. The resulting energy is complex, of the form
ERðtÞ � iCRðtÞ=2, with an imaginary part giving the rate CRðtÞ=�h. The main result is
shown in Fig. 3. Panel (a) shows the quantity CRðtÞ, which is practically zero except
when the time is in the range 10–20 fs. Panel (b) shows how the top of the barrier is
affected by the field. Its position is of course zero when the field vanishes (there
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Fig. 1 Panel a VgðRÞ and VuðRÞ are the two lowest molecular potentials of Hþ
2 . Panel b The

adiabatic potentials VþðRÞ and V�ðRÞ resulting from the diagonalization of the matter-field
coupling. This is at the maximum intensity Imax ¼ 0:2� 1013 W=cm2 of the laser pulse introduced
in this study. The dashed-dotted horizontal line in each panel shows the position of the
unperturbed vibrational level of Hþ

2 with quantum number v ¼ 12. Its energy is �2;673 cm�1

below the dissociation limit taken as the zero of energy
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is in fact no barrier in this case). Also shown is the position of the energy of the
field-free level (E12 ¼ �2;673 cm�1). There is a strong correlation between the
range of time when the barrier top is equal or below this energy and the appearance
of a rate. Of course in this range it is still possible for the field to vanish. This
explains the vanishing rates between two peaks in panel (a). The fact that the barrier
has to be lowered by the field for the molecule to find its way toward dissociation is
reminiscent of that described under the name of DDQ (Dynamic Dissociation
Quenching) in [21], but with a major difference, since the field in this case in the
infrared range. This is in fact the reason why the instantaneous solutions make
sense in the DDQ case, whereas, as we will see in the next section, another
approach, although not in conformity with the traditional adiabatic method, is to be
preferred. A comparison to be made further down with the quasi-adiabatic approach
and the wave-packet method will show how poor the instantaneous procedure is to
evaluate the dissociation rate.

4 The Quasi-Adiabatic Solutions

According to the Floquet theorem the solutions of the wave equation with the
Hamiltonian of Eq. (7) can be given the form [16]
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Fig. 2 The trajectories in the energy plane for the resonance energies issued from the level t ¼ 12
(dotted curve) and for the two resonances immediately below (t ¼ 11) (continuous curve) and
immediately above (t ¼ 13) (dashed-dotted curve). The representative points leave the real axis
when the pulse is switched on and go back to this axis when the pulse is off. The rates are given by
the imaginary parts multiplied by −2. They are two orders of magnitude larger than those of the
instantaneous approach. The resonance issued from the level t ¼ 12 is well isolated
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v1ðR; t; t0Þ
v2ðR; t; t0Þ

� �
¼ e�iEFðt0Þ=�h /1ðR; t; t0Þ

/2ðR; t; t0Þ
� �

ð9Þ

EF is the Floquet quasi-energy. The functions /kðR; t; t0Þ (k ¼ 1; 2) are periodic in
time. They can be expanded in Fourier series

/kðR; t; t0Þ ¼
Xþ1

n¼�1
einxðt

0Þtun
kðR; t0Þ: ð10Þ

The functions un
kðR; t0Þ are the solutions of the coupled differential equations [16]

TN þ V1;2ðRÞ þ n�hxðt0Þ � EFðt0Þ
� �

un
1;2ðR; t0Þ

� 1=2E0ðt0ÞlðRÞ un�1
2;1 ðR; t0Þ þ unþ1

2;1 ðR; t0Þ
h i

¼ 0 ð11Þ

If the field amplitude is small enough to avoid going beyond 2 channels (or one-
photon absorption) there results the two coupled equations

TN þ VgðRÞ þ �hxðt0Þ � EFðt0Þ
� �

ugðR; t0Þ � 1=2E0ðt0ÞlðRÞuuðR; t0Þ ¼ 0 ð12Þ

and
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Fig. 3 Panel a The instantaneous rate as a function of time. Panel b The instantaneous position of
the top of the barrier as a function of time. The dashed horizontal line shows the position of the
unperturbed vibrational level with quantum number t ¼ 12, at �2;673 cm�1. Only when the
barrier top is below this position is there a non-zero rate. The rate maxima are strictly correlated
with the barrier top minima
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TN þ VuðRÞ � EFðt0Þ½ �uuðR; t0Þ � 1=2E0ðt0ÞlðRÞugðR; t0Þ ¼ 0 ð13Þ

where g and u have been substituted to 1 and 2. Solution of these equations is made
with the method described for the instantaneous case. The functions can be called
diabatic as they are obtained from the coupled equations involving the so-called
dressed potentials which cross each other [see Fig. 4, panel(a)]. It is of course
possible, for each value of the coordinate R, to obtain, through a linear transfor-
mation, the adiabatic channel functions associated with the adiabatic potentials
~VþðRÞ and ~VþðRÞ [18]. The wave function can be written

WðR; t; t0Þ ¼ e�iEFðt0Þt=�h ugðR; E0ðt0Þ;xðt0ÞÞeixðt0Þt
uuðR; E0ðt0Þ;xðt0ÞÞ

� �
ð14Þ

We let now the parametric dependence to be denoted simply by t0. The wave
function can also be written

WðR; t; t0Þ ¼ e�iEFðt0Þt=�h ugðR; t0Þeixðt0Þt
uuðR; t0Þ

� �
ð15Þ
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Fig. 4 Panel a The two lowest molecular potentials of Hþ
2 in the dressed picture with a field of

wavelength 575� 10�7 cm. The photon energy, that is 17;391 cm�1, has been added to the
ground state potential. Panel b The dressed adiabatic potentials after diagonalization of the matter-
field coupling. The intensity is I ¼ 0:2� 1013 W=cm2. The dashed-dotted horizontal line in each
panel shows the position of the unperturbed vibrational level of Hþ

2 , with quantum number t ¼ 12
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This wave function fulfills

HðR; t; t0Þ � i�h
@

@t

� �
ugðR; t0Þeixðt0Þt

uuðR; t0Þ
� �

¼ EFðt0Þ ugðR; t0Þeixðt0Þt
uuðR; t0Þ

� �
ð16Þ

or also

HðR; t; t0Þ ugðR; t0Þeixðt0Þt
uuðR; t0Þ

� �
¼ i�h ðixðt0ÞugðR; t0Þeixðt0Þt

0

� �

þ EFðt0Þ ugðR; t0Þeixðt0Þt
uuðR; t0Þ

� �
ð17Þ

Because in the Hamiltonian there is no derivative with respect to either t ot t0 we
can let t0 to be equal to t, so that

HðR; tÞ ugðR; tÞeixðtÞt
uuðR; tÞ

� �
¼ i�h ixðtÞugðR; tÞeixðtÞt

0

� �
þ EFðtÞ ugðR; tÞeixðtÞt

uuðR; tÞ
� �

ð18Þ

We look now for a solution with the form

UðR; tÞ ¼ AðtÞe
� i

�h

Rt
0

EFðt0Þdt0 ugðR; tÞeixðtÞt
uuðR; tÞ

� �
ð19Þ

In order to obtain an equation for the amplitude AðtÞ, we apply to HðR; tÞUðR; tÞ
the row vector

ugðR; tÞe�ixðtÞt;uuðR; tÞ
h i

ð20Þ

In the definition of this “bra” there is no complex conjugation of the coordinate
dependent functions (cf the c-product of reference [22] valid for biorthogonal
functions), but complex conjugation of the time dependent functions (cf the
F-product of reference [23]). We adopt for the scalar product the notation jð Þ. There
is obtained

ugðR; tÞe�ixðtÞt;uuðR; tÞ
h i

jHðR; tÞUðR; tÞ
� �

¼ AðtÞe
� i

�h

Rt
0

EFðt0Þdt0
½i�hixðtÞðugjugÞ þ EFðtÞ½ðugjugÞ þ ðuujuuÞ�
� � ð21Þ

where, for instance, ðugjugÞ stands for
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ðugjugÞ ¼
Z1

0

dRugðR; tÞugðR; tÞÞ ð22Þ

On the other hand we have

i�h
@UðR; tÞ

@t
¼ e

� i
�h

Rt
0

EFðt0Þdt0
½i�h _AðtÞ þ AðtÞEFðtÞ� ugðR; tÞeixðtÞt

uuðR; tÞ
� ��

þi�hAðtÞ ½i _xðtÞt þ ixðtÞ�ugðR; tÞ þ _ugðtÞeixðtÞt
_uuðR; tÞ

� ��
ð23Þ

so that

ugðR; tÞe�ixðtÞt;uuðR; tÞ
h i

ji�h @UðR; tÞ
@t

� 	
¼ e

� i
�h

Rt
0

EF ðt0Þdt0�½i�h _AðtÞ þ AðtÞEFðtÞ�½ðugjugÞ

þðuujuuÞ� þ i�hAðtÞ½ði _xðtÞt þ ixðtÞÞðugjugÞ þ ðugj _ugÞ þ ðuuj _uuÞ�
� ð24Þ

A quantity such as ðugj _ugÞ is

ðugj _ugÞ ¼
Z1

0

dRugðR; tÞ
@

@t
ugðR; tÞ ð25Þ

Upon equaling Eq. (24) with Eq. (21) the ω dependent terms cancel as well as
the energy dependent terms. We end with the equation

_AðtÞ ðugjugÞ þ ðuujuuÞ
� �þ iAðtÞ _xðtÞtðugjugÞ þ ðugj _ugÞ þ ðuuj _uuÞ

� � ¼ 0 ð26Þ

Now some simplifications are possible because the Floquet functions make up an
orthonormal set. Normality implies that for the resonance wave function

ðugjugÞ þ ðuujuuÞ ¼ 1 ð27Þ

From this relation there follows that

ðugj _ugÞ þ ðuuj _uuÞ ¼ 0 ð28Þ

We note that for a closed system (with a Hermitian Hamiltonian) this term
generates the geometrical phase [4]. For a non-Hermitian Hamiltonian generating
symmetric complex matrices this is zero because of the properties of the c-product
[12, 24]. Finally the amplitude AðtÞ is solution of
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_AðtÞ ¼ �AðtÞ½i _xðtÞtðu1ju1Þ� ð29Þ

Assuming that A(0) is 1, the solution is

AðtÞ ¼ e
�i
Rt
0

_xðt0Þt0ðugjugÞdt0 ð30Þ

This factor has been ignored in the application of the so-called adiabatic Floquet
approach [7, 8]. It contributes to the damping because ðu1ju1Þ is a complex
number. In our case, with a constant wavelength, this factor is unity. Finally the
wave function has the familiar form

UadiabðR; tÞ ¼ e
� i

�h

Rt
0

EFðt0Þdt0 ugðR; tÞeixðtÞt
uuðR; tÞÞ

� �
ð31Þ

This simple form is the result of reducing the dynamics to two channels. It has
the appearance of an adiabatic wave function, with the major difference that it is not
involving an instantaneous solution of the wave equation. Generalization to any
number of channels is straightforward. The survival probability can be evaluated as
the squared modulus of a scalar product

jð ugðR; tÞe�ixðtÞt;uuðR; tÞ
h i

jUadiabðR; tÞÞj2 ¼ e
��h�1

Rt
0

CRðt0Þdt0
ð32Þ

5 The Solution of the Time-Dependent Schrödinger
Equation

Another procedure is of course to solve directly the time-dependent Schrödinger
equation, with as initial condition the wave function of the field-free molecule, that
is the wave packet

WðR; t ¼ 0Þ ¼ v12ðRÞj1i ð33Þ

A third-order split-operator technique yieldsWðR; tÞ [9]. The survival probability
at time t is given by

Psurv:ðtÞ ¼ jhv12ðRÞjWðR; tÞij2 ð34Þ

We are now able to compare the survival probabilities of the three methods:
Panel (a) of Fig. 5 gives the survival probability of the instantaneous method:
Because the rates are much too small there is almost no dissociation. In panel (b) we
have the result of both the quasi-adiabatic formalism and of the direct solution. The
agreement is quite satisfactory despite the rather high peak intensity of the pulse.
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6 Conclusion

The physical description of the quasi-adiabatic method is to let the system to be
exposed to a field with a frequency and an intensity corresponding to some point
along the curve describing the laser pulse and to let the field oscillate with these laser
parameters. This is repeated for the next point, and so on. This is to be distinguished
from the common adiabatic picture, with introduction of instantaneous eigenstates.
The failure of the latter method is that the assumption of a slow variation of the
parameters is not at all fulfilled for a field in the optical range. The quasi-adiabatic
procedure can be validated by the full solution of the time-dependent Schrödinger
equation in a case where there is no non-adiabatic contamination, because the res-
onance is well isolated from others for the range of parameters we have considered.

Acknowledgments I thank M. Desouter-Lecomte for providing the code for the wave packet
calculations and O. Atabek for useful discussions.
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Photoionization Spectra and Ionization
Potentials of Energetic Molecules

Itamar Borges Jr. and Elmar Uhl

Abstract We examine theoretically photoionization processes of molecules
component of explosives having at least one explosophore group NO2. We
review previous results obtained for the nitramide, N,N-dimethylnitramine and
1,1-diamino-2,2-dinitroethylene (FOX-7 or DADNE) molecules and present new
results for the two conformers of nitromethane. A systematization of the results is
given. The calculations employed the Symmetry-Adapted-Cluster Configuration
Interaction (SAC-CI) ab initio wave function and the monopole approximation to
compute photoionization cross sections. Assignments of the ionization bands are
provided. The overall agreement between computed spectra, ionization potentials
and experiment is very good. We show that the SAC-CI ionization potentials are far
superior when compared with Koopmans theorem values and much closer to
experimental values.

Keywords Photoionization � Ionization Potential �Energeticmaterials �Koopman’s
theorem � Excited states � ab initio wave function � SAC-CI

1 Introduction

Propellants and explosives composed of nitro compounds are an important class of
energetic materials. They have numerous applications and their decomposition
processes are especially important because occur at relatively low temperatures and
are involved in the detonation of explosives [14, 19]. The considerable experi-
mental difficulties related to examining the complex chemical processes associated
with the decomposition of nitro molecules give especial relevance to theoretical
investigations in this field.
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Knowledge of the electronic spectra of energetic molecules supplies an under-
standing of associated processes and can improve practical applications [1]. It is
experimentally known that detonation initiation of energetic materials is related to
electronic excitation phenomena [1, 4, 18, 27, 36, 44, 45]. Moreover, the compo-
nent molecules have diffuse electronic spectra and propensity to dissociate and
rearrange [22].

In the detonation initiation of these materials, different photochemical processes
play important roles [5–7, 20, 21, 34, 41]. Furthermore, because nitro compounds
strongly absorb in the UV region, detailed knowledge of the molecular electronic
excited states can also assist the design of detectors of explosives, an important
issue in these days [37].

Despite the importance of excited states in energetic materials research, only few
studies are available [4].

The especial properties of explosive materials result from a combination of
electron—donating and electron—acceptor groups. Nitro explosives are charac-
terized by having NO2 as the electron acceptor group; different combinations of
electron-donating groups determine the properties of the explosive material [2].

Energetic materials are usually thermally unstable and composed of easily
broken covalent bonds such as N–N, O–C and C–N. These molecules have X–NO2

bonds (X = N, C), typical of widely used energetic materials. The explosophore
NO2 group of these molecules, so named for giving the explosive properties of the
material, is easily released.

The study of ionization processes is an important tool to investigate the electronic
structure of atoms, molecules and solids [24]. Recent advances in synchrotron
radiation have led to a myriad of useful spectroscopies and new measurements await
interpretation. From the standpoint of theory, over the decades different theoretical
methods have been developed to address the complicated problem of photoioniza-
tion. However, most of these methods are limited to atoms or small molecules and in
most cases electron correlation is included very approximately [29].

In spite of the challenges involved in computing absolute photoelectron cross
sections, relative intensities can be simulated in themonopole approximation [28, 39].
When this approximation is combined with an ab initio wave function to accurately
describe electron correlation, accurate and enlightening comparisons with experi-
mental photoelectron spectra can be achieved. In this work, we explore the combi-
nation of the monopole approximation with the Symmetry-Adapted-Cluster (SAC)
[33]—Configuration Interaction (CI) wave function [23, 30–32] of Nakatsuji to
compute relative photoionization cross sections. This method can provide accurate
ionization energies and relative intensities for molecules as large as the typical
molecules of biological interest [15, 16].

The SAC-CI wave function belongs to the family of coupled-cluster (CC)
approaches [20], being equivalent to the Equation-of-Motion-CC (EOM-CC) [38]
and the CC-Linear Response Theory (CC-LRT) methods [26], but it was developed
much earlier. The SAC-CI wave function provides an accurate and balanced
description of excited states and good comparison with available experimental data,
as we verified in previous studies [7, 9–11, 13, 38].
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Wepreviously investigated using high-level ab initio wave functions the electronic
excitation spectra of nitro molecules component or precursor of representative
energetic materials [7, 9–11, 38]. We also studied the photoionization spectra using
the monopole approximation and the SAC-CI wave functionN,N-dimethylnitramine,
(CH3)2NNO2 [7], nitramide, H2NNO2 [8] and 1,1-diamino-2,2-dinitroethylene,
known as FOX-7 or DADNE [11]. In this work, in addition to discussing these
works, we present new photoionization results of nitromethane.

2 Methods

We converged the geometries of the N,N-dimethylnitramine, nitramide, H2NNO2

and 1,1-diamino-2,2-dinitroethylene molecules with density functional theory
(DFT) using the B3LYP exchange-correlation functional and respectively the
following Gaussian basis sets: the 6-31+G(d,p) and the aug-cc-pVTZ for the latter
two molecules. The two conformers of nitromethane were converged with the
MP2/6-311 G(3df,3pd) method. Frequency calculations confirmed the minimum
character in each case.

The SAC [33] and the SAC-CI [30–32] wave functions were used respectively
for the ground and excited state calculations of the four molecules. The SAC-CI
wave function is based on a cluster expansion of a CI calculation carried out over
selected configurations. For this wave function, all singly excited configurations are
included without selection, the most important doubly excited configurations are
treated through linked operators while triply and quadruple excited configurations
are generated by products of previous single and double excitations—the so called
unlinked operators. The doubly excited configuration operators for the ground and
excited states are selected according to perturbation threshold coefficients. This
method is called SAC-CI SD (single double) R.

For the calculation of the SAC (ground state) and the SAC-CI (excited states)
wave functions all orbitals were correlated in the four systems. Therefore, the active
space comprised sets of occupied and virtual orbitals for each molecule. All singly
and selected doubly excited orbitals configurations were included in the wave
function. The perturbation selection scheme used to select the important doubly
excited configurations, known as level three scheme, involves two energy thresh-
olds: 1.0 × 10−6 a.u. for the ground state and 1.0 × 10−7 a.u. for the excited state.
The SAC wave function was used to obtain the ground state of the neutral mole-
cule. We used the Gaussian 03 program for the geometry optimizations and the
SAC/SAC-CI calculations [17].

For the SAC-CI calculations we used the following basis sets (between
parentheses): N,N-dimethylnitramine (6-31+G(d,p)), nitramide (D95V+(d,p)),
1,1-diamino-2,2-dinitroethylene (6-31+G*) and nitromethane (aug-cc-pVTZ).

The ionization cross sections were computed according to the monopole
approximation [28, 39] which employs the dipole approximation, a plane wave
function for describing the removed electron, the SAC wave function for the ground
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(initial)—neutral—state and the SAC-CI wave function for the final—ionized—
state. This approach allows the calculation of the relative intensity of the peaks and
includes both initial- and final-state correlation effects.

In this work, we compared the calculated ionization potentials with the values
obtained from the Koopmans theorem. This theorem states that for an N-electron
Hartree-Fock (HF) single-determinant wave function the ionization potential (I.P.)
to ionize an electron from a certain orbital equals minus the HF energy of this
orbital [12]. The reported Koopman’s values correspond to these values.

In Fig. 1 we present the optimized structures of three molecules previously
studied. In Fig. 2 we display the geometries of the two converged conformers of
nitromethane obtained in this work.

The reported nitromethane spectrum is a convolution of the computed discrete
SAC-CI/Monopole Approximation results for both conformers. We employed the
same weights for both spectra because the electronic barrier between them is very
small (see below). For this purpose, we used two Gaussian distribution functions
with two different full width at half maximum (FWHM) values for different regions
of the spectrum. We did not shift the energies of the calculated spectra.

Fig. 1 Converged
geometries of previously
studied molecules
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3 Results and Discussion

3.1 Nitromethane

The converged geometries of the two conformers of nitromethane are shown at
Fig. 2. The lowest energy structure is the eclipsed conformer. The computed
electronic energy difference between them equals only 0.019 kcal/mol. Therefore,
the two conformers are almost degenerate and for this reason were given equal
weights in the construction of the convoluted spectra.

Both conformers have Cs symmetry and the occupied orbitals are in order of
increasing energy:

(1a′)2 (2a′)2(3a′)2(4a′)2 (5a′)2 (6a′)2 (7a′)2 (8a′)2 (9a′)2 (1a′′)2 (10a′)2 (11a′)2 (2a′′)2

(12a′)2 (13a′)2 (3a′′)2

In Fig. 3 we show the measured photoelectron spectrum of nitromethane [35]
and our SAC-CI/Monopole Approximation results obtained according to the
procedure described in the last section. The experimental spectrum displays a
vibrational structure not included in our calculations. We also make comparisons
with other measurements of I.P’s below [25, 42].

The computed spectra of the two conformers (Fig. 3) are very similar because:
(1) essentially the only geometric difference between them are the distinct orien-
tations of the methyl group and; (2) the ionized spectra is dominated by transitions
involving the atoms in the NO2 group. The position of the computed peaks without

Fig. 2 The two conformers
of nitromethane converged in
this work
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any energy shift has a very a good agreement with the measurements. Although the
relative intensity of the two peaks in the measured first band inverts compared with
our convoluted spectrum, the overall agreement of the computed relative intensity
of the bands and the experiment spectrum is quite good.

For the eclipsed conformer, which has the smallest energy, Table 1 collects the
character of the ionized states, the relative ionization intensities and three sets of I.
P. values: SAC-CI/Monopole Approximation, experimental and Koopmans. The
character of the ionized states of the staggered conformer is very similar to the
eclipsed conformer, as can be seen from the spectra in Fig. 3, and it is not reported.
Rabalais [35] reports two types of I.P.: adiabatic and vertical, and interpreted the
results with the help of INDO calculations. We consider his adiabatic I.P. value to
be more accurate.

The first I.P. of nitromethane is not due to ionization from the highest occupied
ionization orbital (HOMO) as would be expected from Koopmans’ theorem. The
same happens with the two following I.P’s and with inner ionizations. The
agreement of the 1st I.P. with the experimental values is very good, the largest
difference being 0.28 eV while the corresponding Koopmans’ value overestimates
by more than 1 eV. The agreement with the 2nd and the 4th I.P’s is also good, but
there are relevant discrepancies with experiment for the 3rd, 5th and the 6th I.P.’s.

Fig. 3 The photoionization of nitromethane computed employing the SAC-CI/monopole
approximation and experimental results of Rabalais [35]. The state of each computed peak is
shown. The two different full width at half maximum (FWHM) values used for different regions of
the computed spectra are indicated
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This discrepancy could be due to limitations either from our calculations or from
the experiment, but we cannot establish its origin.

When examining the SAC-CI character of each ionized state, there are inver-
sions in comparison with the order of the HF molecular orbitals according to the
increasing energies in the spirit of the Koopmans’ theorem. These inversions were
seen before in previous studies of molecules having nitro groups using the SAC-CI/
Monopole Approximation [7–9, 11].

3.2 The Photoionization Spectra of the Four Molecules

In this section, we discuss the common features of calculations of photoionization
spectra of the four energetic molecules (Figs. 1 and 2).

The first ionized states of the four closed-shell molecules are characterized by
single configurations (i.e., one-electron processes) involving single ionization from
orbitals mostly localized in the NO2 moiety of the molecules. The role of the NO2

group is also prominent in the electronic excitation processes of energetic molecules
having this moiety, as we showed before [7–11]. In the four molecules of the
present work, the character of the deeper inner-shell ionized states can be a com-
bination of a single excitation and a single ionization—these are satellite or cor-
relation peaks; see an illustration of that in the results of nitromethane (Table 1).

For each molecule, the computed ionization peaks typically appear in sets
dominated by ionizations from orbitals having close energies. For the nitramide,
N,N-dimethylnitramine [8] and nitromethane molecules [7], which have experi-
mental photoionization spectra, there are sets of computed ionization peaks
describing wide bands that may span some electron-volts—see Figs. 3 and 4, the
latter displaying the computed and measured spectra of dimethylnitramine and
nitromethane. For the four molecules we provided the assignments of the measured
ionization bands. Because FOX-7 has two NO2 moieties thus more available
orbitals for ionizations, it has more sets of computed peaks [11].

We can evaluate the accuracy of our results by comparing them with the
available measured spectra. Overall, when the SAC-CI/Monopole Approximation
ionization energies are compared to available measured values, the agreement is
very good. For the N,N-dimethylnitramine molecule [7], the largest difference is
0.01 eV and for nitramide [8] the worst agreement has a difference of 0.43 eV for
the 7th-ionization potential, while the remaining differences are lower than 0.1 eV.
For nitromethane, as discussed above, the agreement is also good. Although the
1,1-diamino-2,2-dinitroethylene molecule (FOX-7) still does not have photoelec-
tron measurements, we expect the SAC-CI/Monopole Approximation results to be
accurate because of the favorable results for the other three molecules also having
an NO2 moiety.

The comparison between the SAC-CI/Monopole Aproximation computed pho-
toionization spectra and measured spectra can be seen at Figs. 3 (nitromethane) and
4 (nitramide and N,N-dimethylnitramine). The experimental peak maximum was
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taken to be equal to the computed peak maximum in all cases. The agreement
between the computed relative intensities and the measured spectra is not smooth
on the experimental data ranges.

Comparison of both relative intensities and ionization energies with experi-
mental values was very favorable for the energetic molecules nitramide [8],
N,N-dimethylnitramine [7] and nitromethane.

An additional relevant comparison is between our results and the widely used
Koopmans’ theorem for closed-shell molecules. The eventual success of Koop-
mans’ theorem for computed values of the ionization potentials, especially the first
I.P., compared with measured values, is due to a fortuitous cancellation of the
unconsidered relaxation of the spin-orbitals and the lack of electron correlation in
the single-determinant wave function [40].

The first ionization potential, as would be expected from Koopmans’ theorem,
is not always due to an electron removal from the highest occupied molecular
orbital (HOMO). These inversions as related to Kooopmans’ theorem happens for
N,N-dimethylnitramine and FOX-7 but not for nitramide and nitromethane. This
feature can be understood by examining the HF energy of the highest orbitals: when
they have close HF energies, inclusion of correlation through the SAC-CI wave
function can change the molecular orbital expected to be ionized.

Fig. 4 The SAC-CI/monopole phtoionization spectra of nitramide and N,N-dimethylnitramide.
Also shown are the measurements of nitramide [3] and N,N-dimethylnitramide [43]
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4 Conclusion

In this work, we presented SAC-CI/Monopole Approximation calculations of the
photoionization spectra of four energetic molecules having at least one NO2

group. For one of them, nitromethane, the results are new.
Nitromethane has two almost degenerate conformers. The convoluted spectra of

the two conformers showed very good agreement with the measured spectrum. The
1st I.P. also agreed very well with the experiment, but the character of the state was
not the result of ionizing the electron from the HOMO as would be expected from
Koopmans’ theorem. For other nitromethane I.P.’s, there is good agreement but
also some discrepancy with experimental values.

For the four energetic molecules, we discussed the common features of the
computed photoionization spectra. For the nitramide, N,N-dimethylnitramine and
nitromethane molecules, the agreement with the experimental spectra is very good.
Concerning the I.P’s values of these three molecules, in general the agreement is
very good with measured I.P’s, especially with the 1st I.P., although there some
discrepancies for the higher I.P’s of nitromethane. The comparison of our I.P’s
values and character of the ionized states shows important differences when com-
pared with the corresponding properties according to the Koopmans’ theorem.
Moreover, even for the 1st I.P., the inclusion of correlation via the SAC-CI wave
function can lead to a different character of this state compared with the single
HOMO ionization according to Koopmans’.

To sum up, we have shown that the SAC-CI wave function combined with the
Monopole Approximation can provide assignments, I.P.’s and spectral information
in good agreement with experimental data. Furthermore, we could highlight is this
work that the indiscriminate use of the Koopmans’ both to interpret and obtain I.P’s
values can lead to severe misinterpretations.
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Theoretical Study of Coherent π-Electron
Rotations in a Nonplanar Chiral Aromatic
Molecule Induced by Ultrafast Linearly
Polarized UV Pulses

H. Mineo and Y. Fujimura

Abstract We present the results of a theoretical study of π-electron dynamics in a
nonplanar chiral aromatic molecule (P)-2,2′-biphenol. Coherent ring currents,
which are one of the main observables of coherent π-electron dynamics, are gen-
erated by applying the linearly polarized UV pulse laser, where a pair of coherent
quasi-degenerated excited states is created. In this paper we review the formulations
of the time-dependent coherent ring currents and angular momentum which were
obtained using the density matrix theory based on the LCAO MO approximation.
The results of the numerical simulation of coherent π-electron ring currents and
angular momentum in (P)-2,2′-biphenol are shown. We also propose an ultrafast
quantum switching method of π-electron rotations and perform the sequential
switching among four rotational patterns which are performed by the overlapped
pump-dump laser pulses with properly selected laser polarizations, time delay and
relative phases. Finally we refer to an outline for the extension of our method to
N aromatic rings chain (N ≥ 3).
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1 Introduction

Electron dynamics induced by ultrafast short laser pulses in molecular systems have
been actively studied in recent years [1–8], because of its potential usefulness for
realization of organic electronic devices [9, 10]. In particular, rotational dynamics
of π-electron with mobile and polarizable characters in aromatic ring molecules is
interesting since large magnitudes of π-electron ring currents are in principle
generated by intense laser pulses. There are two types of electron ring currents
depending on whether its molecule is of highly symmetric like benzene or lower
symmetry like chiral aromatic molecules. The quantum simulations of π-electron
ring current were performed in highly symmetric planar molecules, Mg-porphyrin
[11–13], and benzene [14]. Here degenerated electronic states are excited by using
circularly polarized UV laser pulses. The rotational direction of the resultant π-
electron ring current depends on whether the right or left circularly polarized laser
pulse is applied, and the current is unidirectional. On the other hand, linearly
polarized UV laser pulses can create a “coherent” π-electron ring current in a chiral
aromatic molecule. Kanno et al. carried out the π-electron rotation simulations for
2,5-dichloro[n](3,6) pyrazinophane [15–19], which is a planar chiral aromatic
molecule. The rotational direction of π-electron ring current is determined by
whether the superposition of quasi-degenerate states excited by linearly polarized
UV laser pulse is in-phase or out-phase. The simulation results indicate that the
chiral aromatic molecule is a candidate of ultrafast switching device.

Recently we have investigated coherent π-electron dynamics of a nonplanar
chiral aromatic molecule (P)-2,2′-biphenol [20–23]. This is a nonplanar chiral
aromatic molecule with axial chirality, which has two aromatic rings (called L and
R hereafter) linked through a single chemical bridge bond. We have classified four
possible rotational patterns of π-electron rotations [20, 21] as CC, AC, CA, and AA
where C(A) represents clockwise (anticlockwise) rotational direction. Because of
the nonplanar geometrical structure of (P)-2,2′-biphenol, the resultant π-electron
ring current and angular momenta are two dimensional. This indicates that non-
planar chiral aromatic molecules like (P)-2,2′-biphenol may serve as a two-
dimensional ultrafast switching device. For an effective quantum control of the
ultrafast sequential switching among the above four rotational patters, overlapped
pump and dump pulses with a properly selected relative phase and a laser polari-
zation direction are necessary in addition to the time delay between two pulses.

In this review our attention is focused on the theoretical foundations of coherent
π-electron rotations in a nonplanar chiral aromatic molecule. In Sect. 2 we derive an
expression of π-electron ring current and angular momentum by solving the density
matrix method under Markov approximation. In Sect. 3 we show our numerical
results of π-electron ring current and angular momentum of (P)-2,2′-biphenol as an
example. Here, we provide an efficient method for a creation of coherent two
electronic excited states by using a properly selected linearly polarized UV pulse,
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which is the initial step for coherent π-electron rotations. The four directional
patterns of the ring currents and angular momentum on each ring L and R are
presented. We also demonstrate an ultrafast two-dimensional quantum switching of
π-electron ring currents and angular momentum. Finally we describe an outline of
an extension of the theoretical treatment to aromatic molecules in nano-scale with
covalently linked N aromatic rings (N ≥ 3). The summary and conclusion are given
in Sect. 4.

2 Coherent π-Electron Angular Momentum and Current

2.1 Equations of Motion for π-Electrons in a Pulsed
Laser Field

Electric angular momentum and current operators are single electron operator.
Expectation values of these operators of an aromatic molecule excited by a pump
laser field are generally defined as

Ôð~r; tÞ� � ¼ n
Z

d3r1. . .d3rnd ~r �~r1ð ÞW�ðtÞÔð~r1ÞWðtÞ: ð1Þ

Here, Ôð~r1Þ is a single-electron operator for the angular momentum or current, WðtÞ
is an electronic wave function at time t, n is the number of electrons, and r*i denotes
the electron coordinates of the i-th electron. Since we are interested in optically
allowed electronic excited states of conjugated aromatic molecules, we expand the
electronic wave function in terms of electronic configurations within CIS calcula-
tions, the ground electronic U0 and singly excited electronic ones Ua as

WðtÞ ¼ C0ðtÞU0 þ
X
a

CaUa; ð2Þ

where U0 is given as a single Slater determinant U0ð~r1; . . .;~rnÞ ¼ /1. . ./a. . ./nk k
with /n � /nð~rnÞ, and Ua is the electronic wave function for a singly excited
electronic configuration a : a! a0, i.e., single electron transition from occupied
MO a to unoccupied MO a0, Uað~r1; . . .;~rnÞ ¼ /1. . ./a0 . . ./nk k:

The electronic dynamics induced by a pulsed laser field, ~FðtÞ, can be directly
obtained by solving the coupled equations of motion of the electronic-state density
matrix element, qabðtÞ;

dqabðtÞ
dt

¼ � i
�h

X
c

VacðtÞqcbðtÞ � qacðtÞVcbðtÞ
� �� ðixab þ cabÞqabðtÞ; ð3Þ
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with the initial conditions

q00ð0Þ ¼ 1; ð4aÞ

and

qaað0Þ ¼ 0 for a 6¼ 0; qabð0Þ ¼ 0 for a 6¼ b: ð4bÞ

Here, the density matrix element, qabðtÞ, is defined as qabðtÞ � CaðtÞC�bðtÞ, and
V̂ðtÞac denotes the coupling between states α and γ through the molecule-field

interaction, V̂ðtÞ ¼ �~l �~FðtÞ, where~l is the transition dipole moment operator, xba

is the angular frequency difference between two electronic states α and β. Here cab
is given in Markov approximation as

cab ¼
1
2
ðca þ cbÞ þ cðdÞab : ð5Þ

caðcbÞ is the nonradiative transition rate constant of state α(β), and cðdÞab is the pure
dephasing constant which is induced by the interactions between the molecular
system and heat baths.

In this work, the nuclear-frozen approximation was adopted and the magnitudes
of dephasing constants adopted are specified in the figure captions.

2.2 Coherent Electric Angular Momentum and Current
for a Chiral Aromatic Molecule with Two Aromatic Rings

Since we are interested in coherent behaviours of nearly-degenerated π-electronic
exited states in the visible or UV region of a chiral aromatic ring molecule, we
evaluate Eq. (1) in terms of singly excited configurations as

Oðr*; tÞ
D E

¼ n
Z

d3r1. . .d
3rnd ~r �~r1ð Þ TrqðtÞOðr*1Þ

� �
; ð6Þ

where Oabðr*Þ ¼ Ua Ôðr*Þ�� ��Ub

D E
. In Eq. (6), the coherence between the ground state

and a singly excited state configuration is omitted because the coherence time is too
short compared with that between singly excited configurations, and only the
coherence between singly excited state configurations is taken into account. Here
we treat coherent electric angular momentum and current within a linear combi-
nation of atomic orbitals-molecular orbitals LCAO-MO approximation.
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Molecular orbital /k associated with optical transition is expanded in terms of a
linear combination of atomic orbitals vi as

/k ¼
X
i

ck;ivi; k ¼ a; a0; b; b0ð Þ; ð7Þ

where i specifies the atomic orbital and ck;i is the molecular orbital coefficient.
Equation (6) can be rewritten in terms of Eq. (7) as

Ôð~r; tÞ� � ¼ 2n
X
a\b

ImqbaðtÞ
X
ij

dabc
�
a0icb0j þ da0b0c

�
aicbj

� �
v�i iÔð~rÞvj: ð8Þ

Here, it should be noted that the time evolution of the expectation value is
expressed in terms of the off-diagonal density matrix elements. Suffixes (a, a′) and
(b, b′) depend on electronic configurations α and β, respectively.

Let us consider a space-fixed chiral aromatic molecule with two aromatic rings
connected through a single bond. The total electron angular momentum operator
can be expressed as the sum of the angular momentum operator of each aromatic
ring, which is defined as

Ôð~rÞ ¼~lzL þ~lzR; ð9Þ

where

~lzK ¼ �i�h xK@=@yK � yK@=@xKð Þ~nK ; ð10Þ

the electric angular momentum operator of the Z-component of ring K (=L or R).
Here, L and R denote the ring on the left-hand side and that on the right-hand side,
respectively. Coordinates xK and yK are defined on ring K, and~nK is the unit vector
perpendicular to the ring. The expectation value of the angular momentum operator
is given, for example, in terms of a 2pz carbon AOs as

~lðtÞ
D E

¼
Z

d3rL ~lzL
D E

þ
Z

d3rR ~lzR
D E

�~lLðtÞ þ~lRðtÞ: ð11Þ

Here

~lKðtÞ �
Z

d3rK ~lzK
D E

¼ �2n�h~nK
X
a\b

ImqbaðtÞ
X
ij2K

dabc
�
a0icb0j þ da0b0c

�
aicbj

� �

� xK;iyK;j � xK;jyK;i
15a22

3þ 3
rij
a2

	 

þ rij

a2

	 
2
 !

expð�rij=a2Þ:
ð12Þ

In Eq. (12), a2 is a constant related to the orbital exponent of the 2pz atomic orbital
and rij is the distance between i and j carbon atom sites. It should be noted in
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Eq. (12) that the laser intensity dependence in the electron angular momentum is
involved in the imaginary part of the off-diagonal density matrices, ImqbaðtÞ.

An electric current passing through a surface S at time t is generally defined as

JðtÞh i �
Z
S

d2r?~n? � WðtÞjĴð~rÞjWðtÞ� �
; ð13Þ

where ~n? is a unit vector perpendicular to a surface S,

Ĵð~rÞ ¼ e�h
2mei

~r�r 
� �

; ð14Þ

is the current density operator. Here, ~rðr Þ denotes the nabra operating the atomic
orbital on the right-hand (left-hand) side.

This can be expressed as

JðtÞh i ¼ 2ne�h
me

X
a\b

ImqbaðtÞ
X
ij

dabc
�
a0icb0j þ da0b0c

�
aicbj

� � Z
S

d2r?v�i~n? � ~rvj

�
X
ij

JðtÞh iij
ð15Þ

Here, surface integration in Eq. (13) is carried out over a half-plane S.
Since the L and R rings are not round but consist of nonequivalent C–C bonds,

we introduce the bond current JðtÞh iij from the nearest neighbor atoms at sites j to i,

which is given in terms of inter-atomic bond current (IABC) JIABCij as

JðtÞh iij¼
2ne�h
me

X
a\b

ImqbaðtÞ dab c�a0icb0j � c�b0ica0j
� �þ da0b0 c

�
aicbj � c�bicaj

� �� �
JIABCij ;

ð16Þ

where

JIABCij ¼
Z
S

d2r?v�i~n? � ~rvj � JIABCðS at centerÞij

� �
: ð17Þ

Here, surface S is set to be perpendicular to the Ci and Cj bond at the center, and

~n? ¼ ~ri�~rj
~ri�~rjj j.
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Equation (17) is given in the 2p carbon AO basis set, vif g, as

JIABCðS at centerÞij ¼ cos hrij
2a62

Z1
0

dr
r3 exp �2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ij=4þ r2

q
=a2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ij=4þ r2

q : ð18Þ

Here, h ¼ p for the bond current of the chemical bond belonging to one of the two
aromatic rings, L or R, while h ¼ hd for the bridge bond current of bond Ci–Cj with
a dihedral angle between the two rings hd . Ci(Cj) refers to the bridge carbon
belonging to the R(L) ring.

An effective ring current JðtÞh iK is now defined along ring K = L or R, by taking
the average over all of the bond currents on ring K as

JðtÞh iK�
1
NK

XNK

ðijÞ�K
JðtÞh iij; ð19Þ

where NK = 6 for benzene ring, is the number of bonds of ring K.

3 Results and Discussion

3.1 Geometry and Excited States of (P)-2,2′-Biphenol

Consider a (P)-2,2′-biphenol, which is a simple, and a real nonplanar chiral aro-
matic molecule with two covalently bonded aromatic rings. The ground state
geometry of (P)-2,2′-biphenol was optimized by using the DFT B3LYP level of
theory in the GAUSSIAN09 program. The energy levels of the electronic excited
states were calculated at the optimized ground state geometry by the TDDFT
B3LYP level of theory. The 6-31G+(d,p) basis sets were used in our calculations.
The dihedral angle between the two phenyl groups is found to be 108.8° from our
DFT calculations. For generation of coherent angular momentum and ring current
of (P)-2,2′-biphenol, we focus on the three optically allowed excited states (a, b1
and b2) as shown in Fig. 1. The electronic excited energies at the a, b1 and b2 states,
which were calculated at the optimized ground state geometry using the TD-DFT
B3LYP level of theory are 6.67, 6.78, and 6.84 eV, respectively. The transition
dipole moment from the ground state to excited state a(A), ~lgað¼ ð0; 0;�0:77ÞÞ
[a.u.], is parallel to the Z-axis, and the others, ~lgb1ð¼ ð0:08; 1:93; 0ÞÞ and ~lgb2ð¼
ð1:24;�0:34; 0ÞÞ [a.u.], are nearly orthogonal to each other in the XY-plane as
shown in Fig. 1.
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3.2 Creation of Coherent Two Electronic Excited States
by the Linearly Polarized UV Laser Pulses

Coherent two electronic excited states ða	 b1Þ, ða	 b2Þ and ðb1 	 b2Þ are gen-
erated by applying a UV laser pulse with a properly selected polarization direction.
Here ðaþ bÞ, ða� bÞ represents a phase between two electronic excited states is in-
phase (out-phase). For example, for ða	 b2Þ electronic coherence, the condition for

a linearly polarized UV laser pulse with polarization vector~eð	Þab2 is given as

~lga �~eð	Þab2 ¼ 	~lgb2 �~eð	Þab2 and ~lgb1 �~eð	Þab2 ¼ 0; ð20aÞ

or equivalently,

119.3
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119.9
120.66
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120.3
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Fig. 1 a Geometrical structure of (P)-2,2′-biphenol with transition dipole moments between the
ground state and three electronic excited states a, b1 and b2, and b energy levels of excited state.
The unit of bond lengths is in angstrom (=10−10 m). Directions of ring currents (JL, JR) on L and
R rings, and a bridge bond current JB are defined for numerical simulations shown in Fig. 3
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~eð	Þab2 ¼~lgb1 � ð~lgb2 
~lgaÞ=j~lgb1 � ð~lgb2 
~lgaÞj: ð20bÞ

Thus, even laser pulse overlaps with an a, b1 and b2, ðaþ b2Þ or ða� b2Þ electronic
coherent state can be selectively generated.

3.3 Four Initial Directional Patterns of Ring Currents
and Angular Momentum

The initial directional patterns of ring currents on each ring L and R are schemat-
ically depicted in Fig. 2a. Here the selective electronic excited states with in- or out-
phase are initially prepared by the UV laser pulse with the polarization direction

~eð	Þab1,~e
ð	Þ
ab2 and~e

ð	Þ
b1b2. From Fig. 2a it is observed that in the cases (i) and (ii) in which

a superposition of same irreducible representations: ðb1 	 b2Þ, ring currents on each
ring L and R oscillate in the same direction, whereas the bridge bond current is
permanently zero. Whereas in other cases ring currents on each ring L and
R oscillate in the opposite direction, as a characteristic feature a bond current
between two rings L and R is generated.

Figure 2b shows the resultant angular momentum~l ¼~lL þ~lR corresponding to
each initial directional pattern of ring currents respectively. The π-electron angular
momentum~lL (~lR) is perpendicular to the L(R) phenol ring, and in the cases (i) and
(ii), i.e., in which a superposition of ðb1 	 b2Þ, the resultant total angular momentum
(denoted as lZ) is parallel to the Z axis, whereas in other cases in which a super-
position of different irreducible representations: ða	 b1Þ or ða	 b2Þ, the resultant
total angular momentum (denoted as lX) is parallel to the X axis, in the XZ plane.

3.4 Time Evolution of Coherent Ring Currents

Figure 3 shows the time evolution of the ring currents JL, JR, which are averaged over
the bond currents at the L and R rings, and the bridge bond current JB for three types of
electronic coherence with in-phase, ðaþ b1Þ, ðaþ b2Þ and ðb1 þ b2Þ. We remark that
positive amplitudes of currents mean rotation or oscillation toward the directions as
indicated in Fig. 1. The pulse amplitude F = 2.5 GV/m and F = 4.5 GV/m are used for
ðaþ b1Þ and ðaþ b2Þ respectively. That of F = 1.2 GV/m is used for ðb1 þ b2Þ. Here
the dephasing constant cab ¼ 0 is used, the results of ring currents with non-zero
dephasing constants are shown in our previous papers [21]. For coherent excitations
ðaþ b1Þ and ðaþ b2Þ as shown in Fig. 3a, b, JL and JR oscillate with opposite phase.
The characteristic feature is that non-zero bridge bond currents JB appear and oscillate
with same phaseswith JL. For ðb1 þ b2Þ electronic coherence as is shown in Fig. 3c, JL
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Fig. 2 a The initial directional patterns of ring currents on each ring L and R induced by selective
coherent electronic excited states ða	 b1Þ, ða	 b2Þ and ðb1 	 b2Þ. For example, CA current
means directions of ring currents on L and R are clockwise and anticlockwise respectively.
b Resultant angular momentum lx and lz corresponding to each pattern of ring currents are plotted
respectively. lL(lR) denotes the angular momentum created on the L(R) ring
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and JR oscillate with same phase whereas JB vanishes. The time-dependence of ring
current quantum beat originates from the creation of two electronic states, the oscil-
lation period corresponds to a frequency difference of two electronic states. Similarly
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Fig. 3 Time dependence of
ring currents and bridge bond
currents created by π pulse
laser excitation with a laser
pulse shape (shaded area):
a for coherent excited states
ðaþ b1Þ created by a laser
pulse with a magnitude
F = 2.5 GV/m, b for coherent
excited states ðaþ b2Þ created
by a laser pulse with a
magnitude F = 4.5 GV/m,
c for coherent excited states
ðb1 þ b2Þ created by a laser
pulse with a magnitude
F = 1.2 GV/m. Laser pulse
envelopes are also drawn in
plots of ring currents by green
shaded areas in arbitrary units
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for out-of phase electronic coherence ða� b1Þ, ða� b2Þ and ðb1 � b2Þ each current
can be expressed by that corresponding in-phase coherent currents with π-phase shift.

3.5 Time Dependent Angular Momentum for Three Types
of Electron Coherence

Figure 4 shows the results of a numerical calculation of time-dependent angular
momentum for three types of electronic coherence with in-phase, ðaþ b1Þ, ðaþ b2Þ
and ðb1 þ b2Þ. The same laser pulses in Fig. 3 are adopted for Fig. 4. For ðaþ b1Þ
and ðaþ b2Þ electronic coherences, the generated angular momenta are along
X-axis with π-phase shift, while for ðb1 þ b2Þ electronic coherence the angular
momentum is generated along Z-axis. Directions of total angular momentum can be
understood from Fig. 2b.

3.6 Design of Ultrafast Multi-dimensional Quantum
Switching

As a more developed application of our method to a design of ultrafast multi-dimen-
sional quantum switching, we proposed a quantum sequential switching of angular
momentum along X and Z-axis [20]. Figure 5 (which is cited from Fig. 3 of Ref. [20])
shows a three-dimensional plot of the resultant angularmomentumswitching based on
the sequential four-step scheme. It can be seen from Fig. 5a that the angular momenta
were successfully controlled by the pulses depicted in Fig. 5b, i.e., both the rotational
axis (parallel to the Z or X axis) and the rotational direction around the axis (clockwise
or anticlockwise) were satisfactorily controlled by the sequential four-step process. In
Fig. 5b, thequantumcontrol at each switching stepwas carriedout byusingoverlapped
pump and dump pulses with specific polarization directions. A pulsed laser with
amplitude ofF = 1.2GV/mwas used in the second and fourth steps, whileF = 0.3GV/
mwas used in the first and third steps. The pulses shown in Fig. 5b have two features:

first, the pump (dump) pulse for each step has~eðþÞab ~eð�Þab

� �
or~eð�Þab ~eðþÞab

� �
polarization.

Second, the pump and dump pulses partially overlap. For the first step (i.e., creation of
CC rotation), for example, the electric field of the pump pulse was
~EðþÞb1b2ðtÞ ¼~eðþÞb1b2E

0
b1b2 sin

2ðpt=Tb1b2Þ sinðxc;b1b2tÞ, while that of the dump pulse was
~Eð�Þb1b2ðtÞ ¼~eð�Þb1b2E

0
b1b2 sin

2ðpðt � tpdb1b2Þ=Tb1b2Þ sinðxc;b1b2t þ p=2Þ, where E0
b1b2 is the

amplitude of the pulse,Tb1b2 (here equal to 60.9 fs) is the oscillation period between the
two excited states b1 and b2, xc;b1b2 is the central frequency between the two excited

states, and tpdb1b2 is the time interval between the pump and dump pulses, which was set
to Tb1b2=2.
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For the present effective ultrafast quantum switching, overlap between the pump
and dump pulses is essential: the resultant electric field is rotated as an elliptically
polarized one in the overlapped region, and the electric field forces the rotating π
electrons to induce the reverse rotation that occurs in this overlapped region. As a
result, the electronic angular momentum or coherence between two electronic
quasi-degenerate states is erased.

3.7 Coherent π-Electron Rotations in Aromatic Chain
Molecules

For a more general application of our method, we are interested in a covalently
linked large molecular chain consisting of n-aromatic rings. Here we briefly
introduce our approach to a covalently linked aromatic ring molecule with point
group C2. Here for simplicity, phenol and benzene are taken as aromatic ring
molecules. We also note that this approach is not necessarily restricted to a planar
chiral aromatic molecule, but can be directly applied to nonplanar one. In Fig. 6 we
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Fig. 5 a Sequential four-step
switching of π-electron
rotations in (P)-2,2′-biphenol.
b Electric fields of the
sequence of overlapped pump
and dump pulses
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schematically depict two cases of n-aromatic ring molecules with point group C2,
i.e., depending on n = even or odd numbers. For n = even, each aromatic ring
consists of phenyl group, whereas n = odd case, (n − 1) aromatic rings are all
phenyl groups, and one benzene is at the center of the n-aromatic molecule. Here,
for convenience, we number the aromatic ring from the end of the left in a cova-
lently linked molecular system. Here we choose the excited states of this molecular
system a1; . . .; anA b1; . . .; bnB

� �
which belong to the symmetric irreducible repre-

sentation A(B). The angular momentum created on the m-th aromatic ring~lmðtÞ can
be given by

~lmðtÞ ¼ 2~nmf ðmÞ
X
i;p

lmaibp Imqaibp þ 2~nm
X
i\j

lmaiaj Imqaiaj þ
X
p\q

lmbpbq Imqbpbq

 !
;

ð21aÞ

with

f ðmÞ ¼
þ1 for m� n=2 (even nÞ; m�ðn� 1Þ=2 (odd nÞ
�1 for m� n=2þ 1 (even nÞ; m�ðnþ 3Þ=2 (odd nÞ
0 for m ¼ ðnþ 1Þ=2 (odd nÞ

8<
: ð21bÞ

where ~nm is perpendicular to the m-th aromatic ring, lmab is an expectation value of
angular momentum generated on the m-aromatic ring by a pair of two excited states
α and β. Equation (21a) corresponds to a generalization of Eq. (12) which repre-
sents the angular momentum in two-aromatic rings molecule. We note that the

(a)

(b)

1 2 n/2

n: even
n/2+1 n 1 n

n: odd

1 (n 1)/2 (n+1)/2 (n+1)/2+1 n

HO HO HO

HO HO

OH OH OH

OHOH

Fig. 6 n-aromatic ring molecules with point group C2 are depicted in two cases: a n = even, n-
phenyl, and b n = odd, (n − 1)-phenyl benzene. In both cases the numbering of aromatic ring starts
from the end of left
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second term in Eq. (21a) representing the magnitude and direction of the angular
momentum created on each ring is symmetric with respect to a rotation of 180°
around the Z-axis, whereas the first term in Eq. (21a) gives asymmetric contribution
of angular momentum by a rotation of 180° around the Z-axis.

By combining with the laser optimal control theory [24–26] we can selectively
localize the angular momentum or ring current on a particular aromatic ring in a
covalently linked molecular system, i.e., ~lm 6¼~0;~l1 ¼ � � � ¼~lm�1 ¼~lmþ1 ¼ � � �
¼~ln ¼ 0.

Finally we remark that Eq. (21a) can also be applied to a ring current by
replacing lmab to an expectation value of ring current Jmab.

4 Summary and Conclusion

In conclusion we have developed a density matrix theory for a coherent π electron
angular momentum and current induced by the ultrafast linearly polarized UV
pulses, and applied the theory to (P)-2,2′-biphenol. The expressions of coherent
ring current and angular momentum are derived analytically within LCAO MO
approximation. We showed time-dependent coherent ring currents and angular
momentum for three types of in-phase electronic coherent excited states ðaþ b1Þ,
ðaþ b2Þ with B symmetry and ðb1 þ b2Þ with A symmetry in the point group C2.
As a characteristic feature for electronic coherent states ðaþ b1Þ and ðaþ b2Þ, a
non-zero bridge bond current appears and oscillates between two phenol rings,
while for electronic coherence ðb1 þ b2Þ the bridge bond current disappears per-
manently. The direction of resultant angular momentum for electronic coherences
ðaþ b1Þ and ðaþ b2Þ is parallel to Z-axis, while for electronic coherence ðb1 þ b2Þ
is parallel to X-axis. The initial directions of ring currents and angular momenta are
determined from the initial phases of electronic coherences.

As an application of our study we demonstrated an ultrafast two-dimensional
switching of π-electron angular momentum in (P)-2,2′-biphenol using a sequence of
overlapped pump-dump pulses with different phase and polarization direction. The
key to multi-dimensional switching is to coherently excite π-electronic states of a
nonplanar aromatic ring molecules with covalently bonded aromatic rings. Finally it
would be fascinating to explore a method for directly measuring the coherent
electronic dynamics of a nonplanar chiral aromatic molecule.
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Full Quantum Calculations
of the Diffusion Rate of Adsorbates

Thiago Firmino, Roberto Marquardt, Fabien Gatti, David Zanuttini
and Wei Dong

Abstract The dynamical structure factor S(q, E) related to the scattering of par-
ticles on mobile adsorbates is evaluated quantum mechanically from the formula
proposed by van Hove (Phys. Rev. 95: 249–262, 1954) using eigenfunctions and
eigenvalues obtained with the Multiconfiguration Time Dependent Hartree method.
Three different one dimensional models for the CO/Cu(100) system and a three
dimensional model for H/Pd(111) are investigated. Results are discussed in
connection with recent 3He spin echo experiments reported in the literature.

Keywords Quantumdiffusion �High dimensional quantumdynamics �Heterogeneous
catalysis

1 Introduction

The motion of hydrogen atoms adsorbed on metal surfaces has been explored with
picosecond time resolution in 3He spin-echo experiments for H/Pt(111) [1] and
H/Ru(0001) [2]. The primary quantity determined in these experiments is the
intermediate scattering function (ISF) I (q, t), where q is the wave vector related to
the momentum transferred from the scattered 3He atoms to the hydrogen atoms
moving on the surface, and t is the time.
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In a previous work, Alexandrowicz et al. [3] reported on quasi-elastic broad-
ening measurements from 3He-spin-echo experiments on CO/Cu(100). They
observe a quasi-elastic broadening that varies from 0 to about 1 leV as a function of
the momentum transferred to CO molecules along either the 100h i or the 100h i
direction.

The observed quasi-elastic energy broadening can in principle be related to the
width Γ of the dynamical structure factor (DSF) S(q, E), which is the temporal
Fourier transform of the ISF. The ISF is the spatial Fourier transform of the pair
correlation function proposed by van Hove [4], who also derived a general
expression for the DSF in terms of the eigenvalues and eigenfunctions pertaining to
the stationary vibrational states of the adsorbates. This expression was never eval-
uated, to our knowledge, from within a fully quantum mechanical treatment of the
adsorbate’s dynamics. In the present work, we perform such an evaluation using
eigenvalues and eigenfunctions derived from global potential energy surfaces (PES)
for the H/Pd(111) [5] and CO/Cu(100) [6] systems. The problem is treated in full
dimensionality for the hydrogen/palladium system with static metal atoms. The
carbon monoxide quantum dynamics will be treated in one dimension, only, in
the present work. More extended, full dimensional quantum wave packet studies of
the dynamics are in preparation for both systems and will be published elsewhere.

A key parameter in the present work is the intrinsic energy broadening Ci related
to the lifetime si / 1=Ci of vibrational eigenstates. This finite lifetime can be
related to the coupling of the vibrational motion of the adsorbates with either the
motion of the substrate atoms (phonons), or to the motion of electrons beyond the
Born-Oppenheimer approximation (electron-hole pair formation), or to both.
Depopulation of vibrational eigenstates of adsorbates on metal substrates via for-
mation of electron-hole pairs is expected to proceed on the picosecond time scale
[7, 8], or even faster [9], which would be much faster than the relaxation due to the
coupling to phonons [10]. Note that the picosecond time scale is about the time
scale that can be reached with the 3He spin-echo technique. However, a lifetime
s ¼ 1 ps corresponds to an energy broadening of 1.3 meV, which is about two to
three orders of magnitude larger than the broadening typically observed in the
aforementioned 3He spin-echo experiments. We shall see that it is possible to
accommodate the different time domains by setting

C ¼ Ci þ Cd ð1Þ

where Γ is the overall width (full width at half maximum, FWHM) of the DSF; Ci is
the aforementioned intrinsic broadening and Cd can be interpreted as the portion of
the broadening that is caused by diffusion.
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2 Theory and Methods

2.1 Dynamical Structure Factor

The quasi-elastic broadening can be calculated as the width of the dynamical
structure factor (DSF) S(q, E) at E = 0—see, for instance Fig. 9 and the corre-
sponding text in [11]. An expression for this quantity was proposed by van Hove in
1954, i.e. Equation (4) in [4]:

Sðq;EÞ ¼
X
n

Pn

X
m

jhmjeiqxjnij2dðE � ðEm � EnÞÞ ð2Þ

In this equation, jni and jmi are eigenstates of the scattering center at energies En

and Em; Pn is the Boltzmann population distribution; x is the position vector of the
adsorbed particle. If x is its projection on the direction of the momentum transfer,
i.e. parallel to the substrate, qx ¼ qx. In the original equation, matrix elements of a
sum over many particles of individual exponential operators (with particle position
vectors xj) are used. In the present work, we shall restrict the study to a single
adsorbed particle.

We shall consider that the vibrational eigenstates are not truly stationary but
have individual lifetimes sn ¼ h=ðpcnÞ due to the coupling with a continuous or
semi-continuous set of closely lying states pertaining to the motion of other par-
ticles (electrons or phonons); h is the Planck constant and cn is the width (FWHM)
of the energy distribution of this state in the set of the true eigenstates of the full
system. Spectral lines such as those occurring in Eq. (2) involve a pair of eigen-
states, and will hence have an intrinsic width (FWHM) Cnm ¼ 1=2ðcn þ cmÞ.
Consequently, we replace the δ-function in Eq. (2) by the Lorentzian distribution

LðE; ðEm � EnÞ;CnmÞ ¼ 1
2p

Cnm

ðE � ðEm � EnÞÞ2 þ C2
nm=4

ð3Þ

In the following, we assume for simplicity that all eigenstates will have the same
intrinsic width Cnm � Ci. This very simple model will indeed allow us to extract
some interesting conclusions, while more elaborate and more realistic models,
which we have considered and which will be presented elsewhere, do no alter the
qualitative picture of the present results.

Instead of Eq. (2), we shall use hence the following formula to evaluate the DSF:

Sðq;EÞ ¼
X
n

Pn

X
m

jhmjeiqxjnij2LðE;Em � En;CiÞ ð4Þ
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2.2 Models

For the CO/Cu(100) system, to mimic the 0.1 monolayer coverage situation of the
experiment from Ref. [3], a periodic grid of 3 Wigner-Seitz (WS) cells was used.
This grid would correspond in a 2D situation to having 1 molecule in a (3 × 3)
surface cell, i.e. a coverage of 1/9 ≈ 0.1. In each cell, it was sufficient to retain
24 eigenvalues for the temperature of 190 K, as this choice yields converged
calculations.

To evaluate Eq. (4), we test the following 1D models for the diffusion motion
along the 100h i direction, i.e. the x coordinate of the carbon atom position parallel
to the substrate, which links two top sites via a bridge site.

Model 1 The potential V(x) is given by the formula

VðxÞ ¼ V2 sin px=Lð Þ2 ð5Þ

where V2 ¼ 100 hc cm�1 � 12:4meV is the diffusion barrier of this
model and L = 255.6 pm was defined above as the bulk Cu-Cu nearest
neighbor distance.

Model 2 The potential V(x) is given by the formula

VðxÞ ¼
X

k¼4;6;8

Vk sin px=Lð Þk ð6Þ

where V4 � 656, V6 � �1; 203, and V8 � 1; 003 hc cm�1. This form fits
excellently the relaxed potential over the bridge site from [6, Fig. 8b
therein]. The barrier height from [6] is 465 hc cm�1, whereas Eq. (6)
yields 456 hc cm�1 � 56:5meV:

Model 3 The potential V(x) is given by the same formula as in Eq. (6), but with
parameter values V4 � 381;V6 � �698; and V8 � 582 hc cm�1. This
form describes the first “adiabatic channel” for the diffusion, in which
the variation of the zero point energy was included approximately from
the variation of the harmonic zero point energies between the top and
bridge sites as calculated in [6]. The barrier for this potential is
270 hc cm�1 � 33:5meV

Figure 1 shows plots of the model potentials.
For the H/Pd(111) system, the analytical potential energy surface derived orig-

inally in [5] for the H2/Pd(111) system was first modified such as to describe a
single hydrogen atom adsorbed on the palladium substrate. To achieve this, all
hydrogen-hydrogen two-body terms, as well as the hydrogen-palladium-hydrogen
three-body terms in the PES defined in [5] were zeroed, and the function definition
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was changed such as to depend on the coordinates of a single hydrogen atom. The
PES is then represented in a (2 × 2) surface cell. Figure 2 shows a two dimensional
section of the resulting PES.

2.3 Quantum Dynamics

We use the Multiconfiguration Time Dependent Hartree (MCTDH) program suite
[12] to calculate vibrational eigenstates of the adsorbed particles. For the calcula-
tions on the one dimensional models for the CO/Cu(100) system, the MCTDH
version 85.2 with “exact” diagonalization using the short iterative Lanczos (SIL)
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Fig. 1 Comparison of the three model potentials used to investigate the diffusion dynamics of the
CO molecule adsorbed on Cu(100). L = 255.6 pm is the bulk Cu-Cu distance [16]
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Fig. 2 Section of the PES at a distance z = 90 pm of the hydrogen atom from the substrate. xc and
yc are the Cartesian coordinates. Contour lines of the PES are separated by 200 hc cm�1, the
smallest value indicated at the fcc sites is 50 hc cm�1
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integrator and eigenfunctions are calculated individually with the mode eigen-
function selector (meignf) in the initial wave function section.

For the H/Pd(111) system, the analytical model potential was used to generate a
natural potential representation [13, 14] with the aid of the “potfit” program con-
tained in the MCTDH program package. Eigenfunctions were then calculated
within the MCTDH program with the aid of the “block relaxation method” [15]
(here, the version 84.8 of the MCTDH code was used).

The matrix elements of the eiqx operator are calculated for several values of
q with the crosscorr utility program contained in the MCTDH program package.
Matrix elements obtained in this way were tested analytically for the particle in the
box problem (i.e. when V2 � 0 with the Model 1 potential used to describe the CO/
Cu(100) system, see above). Because the potential energy surface commutes with
the parity operator, jhmjeiqxjnij ¼ jhnjeiqxjmij, hence only the upper half of this
matrix needs to be computed.

Calculations for the CO/Cu(100) system were carried out on a grid ranging from
−383.4 to 383.4 pm for the coordinate of the carbon atom that links two nearest Cu
atoms (the Cu-Cu distance is fixed to its bulk value 255.6 pm [16]). This corre-
sponds to including 3 Wigner-Seitz surface cells in the grid. A FFT discrete variable
representation (DVR) was used with a basis set of 72 functions. The equations of
motion were solved with the “short iterative Lanczos” (SIL/ALL) integrator, a
maximal order of 20, an accuracy parameter of 10−8 and parameters
eps_inv = eps_no = 10−8 (see also [12] and [17] for the definition of the acronyms
and the related parameters). For this system, the CO mass of 27.9949 Da was used.

The H/Pd(111) system is represented in a periodic (2 × 2) grid in skewed x and
y coordinates to describe the position of the hydrogen atom on the hexagonal
structured surface (see Fig. 3); a third coordinate (z) describes its distance from the
surface. These coordinates are given in terms of Cartesian coordinates xc and yc by
the linear transformation x ¼ xc þ yc=

ffiffiffi
3

p
, y ¼ 2yc=

ffiffiffi
3

p
. Note that, because of the

fcc
hcp

x

d

−d

y−d d

Fig. 3 Scheme of the surface (2 × 2) grid used to characterize the H/Pd(111) system. x and y are
the skewed coordinates used in the dynamics. Palladium atoms are indicated by the large spheres
of diameter d (d = 275.114 pm is the Pd-Pd bulk distance on the PES from [5] ). Stable adsorption
sites are indicated by the small open and closed spheres (fcc and hcp sites)
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non-orthogonality of the coordinates, expressions for scalar products are more
involved. In particular the kinetic energy operator becomes

T̂ ¼ � 2h2

12p2m
@2

@x2
þ @2

@y2
þ @2

@x@y

� �
� h2

8p2m
@2

@z2

� �
ð7Þ

where h is the Planck constant and m = 1.007825 Da is the mass of the hydrogen
atom used in this work. We shall evaluate Eq. (4) for a momentum transfer along
the surface vector linking two nearest Pd neighbors (which corresponds to the
h11�20i crystallographic direction in hexagonal closed packed cells). In this direc-
tion the scalar product is qx ¼ qxc ¼ qðx� y=2Þ. Details related to the calculations
for the H/Pd(111) system will be reported elsewhere.

3 Results

3.1 CO/Cu(100) System

3.1.1 Eigenvalues

Table 1 reproduces the eigenvalues obtained with the different models. All eigen-
values can be collected in bands, which are levels of nearly degenerate states. The
following is to be noted:

1. The lowest eigenvalues are (almost) 3-fold degenerate, which means that there
are 3 (almost) uncoupled states per energy which can hence be localized in each
of the 3 potential wells of the grid considered here. The bandwidth related to
these states is (almost) zero.

2. Degeneracy starts to be lifted quite readily for Model 1, due to the coupling
between the wells, at the level with about 27 hc cm−1. The width of the corre-
sponding band becomes 8 × 10−5 hc cm−1 � 0:01 leV. The next largest degen-
eracy lift is for the level at 44.5 hc cm−1: 4 × 10−4 hc cm−1 � 0:05 leV. The next
degeneracy lift occurs at the level at 60.4 hc cm−1: 8 × 10−3 hc cm−1 � 1 leV.

3. For model Model 2, a similar first degeneracy lift occurs at the level at
196.98 hc cm−1, and for Model 3 at the level at 74.13 hc cm−1. For all models,
this degeneracy lift, which is potentially the first to be related to a broadening of
the dynamical structure factor Sðq;EÞ beyond any intrinsic broadening Ci,
occurs at levels located well below the diffusion barrier.

4. For Model 1, levels at or above the barrier (100 hc cm �1) turn rapidly into the
level structure of a periodic potential, with two degenerate states per level. For
Model 2 and Model 3, this feature is somewhat quenched.
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Table 1 Eigenvalues in units
of hc cm−1 for the three
models of the CO/Cu(100)
system studied in this work

Model 1 Model 2 Model 3

1 9.3044927 7.4514339 6.0324626

2 9.3044927 7.4514339 6.0324626

3 9.3044927 7.4514339 6.0324626

4 27.420351 25.614879 20.573429

5 27.420351 25.614879 20.573429

6 27.420431 25.614879 20.573429

7 44.499464 47.398140 37.739086

8 44.499867 47.398140 37.739086

9 44.499867 47.398140 37.739086

10 60.417300 69.890443 55.460539

11 60.417300 69.890443 55.460539

12 60.424881 69.890443 55.460539

13 74.926166 93.159297 74.132113

14 75.020613 93.159297 74.132193

15 75.020613 93.159297 74.132193

16 87.586489 117.41747 93.926894

17 87.586489 117.41747 93.926894

18 88.361427 117.41747 93.927056

19 96.662485 142.82966 114.80141

20 99.297740 142.82966 114.80246

21 99.297740 142.82966 114.80246

22 106.48987 169.38522 136.56717

23 106.48987 169.38522 136.56717

24 113.72861 169.38522 136.57257

25 114.53251 196.98068 158.98108

26 123.22184 196.98076 159.00624

27 123.22184 196.98076 159.00624

28 133.38709 225.46084 181.78842

29 133.38709 225.46084 181.78842

30 144.53068 225.46141 181.89650

31 144.54085 254.66626 204.44147

32 156.61231 254.66803 204.85862

33 156.61231 254.66803 204.85862

34 169.58364 284.45941 226.70818

35 169.58364 284.45941 226.70818

36 183.42814 284.46764 228.19893

37 183.42822 314.29362 246.01999

38 198.13123 314.32725 249.85903

39 198.13123 314.32725 249.85903

40 213.68224 345.02875 266.05981

41 213.68224 345.02875 266.05981
(continued)
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3.1.2 Dynamical Structure Factors

To evaluate the dynamical structure factor from Eq. (4), we shall consider two values
for the intrinsic broadening Ci. First, we take a value for this quantity that is smaller
than the experimental widths reported in Fig. 1 in [3], which gives an upper limit
Ci � 0:125 leV. The second value used is on the order of 100 leV , hence about 103

times larger than the first value. The second value is closer to values obtained from
realistic estimations of non-adiabatic couplings, i.e. 0.1–1 meV [7–9].

Table 1 (continued) Model 1 Model 2 Model 3

42 230.07328 345.16844 275.49714

43 230.07328 373.79604 281.47492

44 247.29846 374.28796 293.65333

45 247.29846 374.28796 293.65333

46 265.35319 403.40401 310.08147

47 265.35319 403.40401 310.08147

48 284.23382 405.13367 327.40344

49 284.23414 428.73482 327.78373

50 303.93802 433.30339 346.24293

51 303.93802 433.30339 346.24293

52 324.46290 453.03469 365.92940

53 324.46290 453.03469 365.92940

54 345.79723 463.54273 386.39144

55 345.81659 475.71283 386.71188

56 367.96554 486.30708 408.10268

57 367.96554 486.30708 408.10268

58 390.93936 507.84265 430.55441

59 390.93936 507.84265 430.55441

60 414.35573 520.92375 453.53298

61 415.10534 547.97656 454.22428

62 439.06178 551.62404 475.43053

63 439.06178 551.62404 475.43053

64 464.45155 611.16308 502.61997

65 464.45155 611.16308 502.61997

66 485.48649 617.38323 519.97896

67 498.09826 690.80436 554.78839

68 512.91717 691.55147 558.18552

69 512.91717 691.55147 558.18552

70 565.97796 845.59458 678.50078

71 565.97796 845.59458 678.50078

72 587.36513 853.39888 689.65857
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Calculations with Ci ¼ 0:125 leV. The evaluation of the DSF using the eigen-
functions discussed above and an intrinsic widthCi ¼ 0:125 leV yields the functions
depicted in Figs. 4, 5 and 6.

We note:

1. The graphs for all values of q shown here decrease nearly as Lorentzians in the
region between 0 and about 0:5 leV. They all cross the 0.5 line at about
0:06 leV. The quasi-elastic broadening corresponds hence to the intrinsic width
Ci, nearly for all values of q. For Model 1, there seems to be a slightly enhanced
variation of the broadening as a function of q, but this variation is insignificant,
when compared to the experimental result shown in Fig. 1 of [3].

2. The first peak at non-zero energy transfer occurs at about 1 leV for all three
models. This peak is related, in all three models, to the occurrence of the first
significant degeneracy lift of eigenvalues reported in the previous section; the
term “significant” means a degeneracy lift larger than the intrinsic width Ci used
for the calculations. The intensity of the peak is the lowest for Model 2, which
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can be related to the higher barrier of this model and the higher energies of the
states involved in the peak (see Table 1). These states consequently have a lower
Boltzmann weight than the corresponding states of Model 3, which in their turn
have a lower Boltzmann weight than the corresponding states of Model 1. This
explains the intensity variation of the peaks as a function of the model.

3. For all three models, the values of the first non-zero energy transfer peak vary
strongly as a function of q. This variation is coherent with the observed variation
of the quasi-elastic broadening in Fig. 1 of [3] (with DK ¼ q) and minima at

q = 0 and q � 2:5 Å
�1

and a maximum at about q � 1Å
�1
.

Calculations with Ci ¼ 100 leV. Here, we report results for Model 3, only.
Figure 7 shows the form of Sðq;EÞ. The half width (HWHM) is determined by the
solution of Sðq;EÞ ¼ 0:5 Sðq; 0Þ. The full width (FWHM) is twice this value.
Apparently, this variation is very feeble. When magnified one sees, however, a neat
progression of values (inset in Fig. 7a). Linking these values by a smooth cubic
spline interpolation results in what is shown in Fig. 7b—here, the differential width
DC ¼ C� Ci is plotted, for convenience. The function shown in this graph is in
quite a remarkable qualitative agreement with the experimentally determined
function depicted in Fig. 1 in [3].

3.1.3 Discussion

When we assume that the intrinsic broadening is smaller than the observed quasi-
elastic broadening related to the diffusion of the adsorbates (Ci � 0:1 leV ), the
overall quasi-elastic broadening Γ does apparently not depend on q. A nearly
constant value of the quasi-elastic broadening cannot be related to the diffusion
motion, as it would occur also for very high potential barriers. This model cannot be
used to simulate the experimentally observed behavior, and one could argue that
this weakness might be due to the reduced dimensionality and that one has to
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extend the study to the full 6D treatment of the adsorbate’s dynamics. Such studies
are currently being carried out and will be presented elsewhere.

When we assume that the intrinsic broadening is 0.1 meV, i.e. about 100 times
larger than the observed diffusion broadening, we obtain the result that the
broadening difference DC ¼ C� Ci reproduces the experimental results qualita-
tively well. Furthermore, the value adopted for Ci is in the expected range of values.

The following hypothesis can then be obviously deduced: the overall broadening
of the DSF must be composed of an intrinsic part, Ci, which is independent of the
motion of the adsorbates, and a diffusion part, which we call Cd and which is
q-dependent. The constant broadening is due to the “friction” of the adsorbates.

From the results obtained at low Ci, we saw the occurrence of a non-elastic peak
at 1 leV. Normally, this feature is interpreted as arising from the vibration of the
adsorbates, at a very low wave number (0.008 cm−1), in this case. Here, we
understand this peak as arising from the first significant bandwidth in Table 1,
which is a consequence of tunneling, rather than a vibrational motion. Other fea-
tures do occur at even smaller wave numbers, if an even smaller value for Ci is
chosen in the calculation—we refrain here from showing the plot. These features
are related to the smallest calculated bandwidths larger than zero; to within the
numerical accuracy of the present results, these bandwidths are 0.00008 and
0.00016 cm−1, for Model 3 in Table 1, and belong to the bands at 74.13 and
93.93 cm−1, respectively.

The variation of the intensity of these peaks as a function of the momentum
transfer correlates with the variation of the diffusion broadening in Fig. 7b. It is then
obvious to deduce that all the “fine grained” features, that would be observed at very
small intrinsic widths, are buried under the quasi-elastic peak, the width of which is
dominated by the large intrinsic width. Their presence is nevertheless manifested by
the variation of the broadening difference, DC, with the momentum transfer.
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Within the hypothesis that DC ¼ Cd is the diffusion related broadening, its
variation on top of the much larger, and constant “friction” related broadening must
be explained by the occurrence of the very first degeneracy lifts of eigenstates far
below the barrier for diffusion. These splittings are due to the tunneling motion of
the adsorbates, and hence, the variation of the diffusion broadening with q cannot
really be simulated by classical mechanics.

Note that the full 6D treatment should be closest to Model 3 from the present
study. We could henceforth conclude that the expected effective barrier for the
diffusion of CO on Cu(100) should be about 30 meV, which is indeed the value
estimated by Toennies and Graham [18].

The hypothesis presented in this section can be rationalized both within a kinetic
model and from a statistical theory of the quantum dynamics, the details of which is
the object of separate works.

3.2 H/Pd(111) System

While the extension of the aforementioned study on the CO/Cu(100) system to 6
dimensions is in progress, we can report here on the full 3 dimensional study of the
H/Pd(111) system and check, whether the aforementioned hypothesis is correct.
The section of the potential energy surface for this system is represented in Fig. 2.
One clearly sees the stable adsorption sites, “fcc” and “hcp”, which are also indi-
cated in the scheme of Fig. 3. On this PES, the hcp site is about 190 hc cm−1 less
stable than the fcc site and the barrier between the two sites is at about
1,150 hc cm−1 above the fcc site.

There are 4 fcc and 4 hcp sites per unit cell. The hcp/fcc occupation ratio is about
0.37 at room temperature, and we can therefore assume that the occupation of sites
is approximately homogeneous, which makes the present study mimic a coverage
degree of 12.5 %.

Figure 8 shows the form of Sðq;EÞ for this system, when Ci ¼ 1 meV is
assumed. As for the CO/Cu(100) system, the variation of the width is very feeble on
the scale of the intrinsic broadening, but nicely structured when magnified. Figure 9
shows this variation in terms of the corresponding diffusion rate, defined here as
a ¼ pDC=h � 0:7596 ps�1 � DC=meV, where DC ¼ C� Ci. There is currently no
experimental result for this function. We may compare the present theoretical result,
however, with experimental results for systems that should be rather similar, i.e.
H/Ru(0001) [2, Fig. 1 therein], and H/Pt(111) [1]: the general behavior of the rate
function shown in Fig. 9 reproduces qualitatively very well the form of the
experimental functions; however, the variation range for the rate is a factor
10 smaller than that observed for H/Ru(0001), and a factor 100 smaller than what is

observed for H/Pt(111). Also, the dip occurring at q � 1:6 Å
�1

cannot possibly be
related to the “de Gennes” narrowing of the quasi-elastic broadening [19], which
would be expected to be around 1.14 Å−1 for palladium.
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More detailed investigations are necessary, however, in order to make a true
prediction for the diffusion rate of H/Pd(111). These studies, which include a more
realistic modeling of vibrational lifetimes, are currently being carried out. It can be
shown that the variation range of the diffusion rate increases, if a much larger value
of the intrinsic broadening is assumed, meaning a much shorter relaxation time due
to “friction”. Relaxation times shorter than those assumed here for hydrogen on
ruthenium or palladium can indeed be expected from theory [20].

A second investigation route includes the study of di-hydrogen structures. It is
known that hydrogen atoms, even if adsorbed at low coverage degrees, form
clusters of di-hydrogen on the substrate [21]. H2 dissociates upon adsorption on
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palladium or ruthenium, the adsorbed atoms may interact with each other, however,
even at distances larger than the distance between two neighboring metal atoms.
Six dimensional calculations on the H2/Pd(111) system are currently being carried
out and will be published elsewhere, together with a scrutinized discussion of the
vibrational structure of the adsorbates.

4 Conclusions

The present studies of the diffusion motion of CO on Cu(100) have revealed
two facts:

1. Realistic 1D models of the diffusion motion in combination with the theory
developed by van Hove [4] allow us to rationalize the quasi-elastic broadening
of the 3He spin echo experiments observed in [3]. To this end, we have to
assume that the total quasi-elastic broadening is given as the sum of the diffusion
broadening and the broadening due to non-adiabatic couplings, or couplings to
the phonon bath—the latter being related to the “friction” rate. Furthermore,
assuming reasonable values for the “friction” rate, we show that the broadening
observed in the experiments is an actual broadening difference.

2. When setting the “friction” rate to much smaller values, these models allow us
to correlate the observed variation of the quasi-elastic broadening as a function
of the momentum transfer with the tunneling splitting of low lying vibrational
levels. These splittings occur at low coverage degrees and are a genuine man-
ifestation of a quantum effect.

Similar findings are found for the H/Pd(111) system, for which the present
results are so far predictions based on vague assumptions and simple models
regarding the intrinsic lifetimes of vibrational states. Full 6D treatments of the
diffusion dynamics of CO/Cu(100) as well as of H2/Pd(111), in which we shall also
consider in a more realistic way lifetimes of vibrational states of the adsorbates will
shed more light into the problem. In particular, such studies would enable us to
truly simulate the experimentally determined intermediate scattering function and
herewith give accurate values for the diffusion rate of adsorbates from first principle
calculations.
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Relativistic Quantum Chemistry: An
Advanced Approach to the Construction
of the Green Function of the Dirac
Equation with Complex Energy
and Mean-Field Nuclear Potential

A.V. Glushkov, A.A. Svinarenko, O.Yu. Khetselius,
V.V. Buyadzhi, T.A. Florko and A.N. Shakhman

Abstract We present an advanced approach to construction of the electron Green’s
function of the Dirac equation with a non-singular central nuclear potential and
complex energy. The Fermi-model and relativistic mean-field (RMF) nuclear
potentials are used. The radial Green’s function is represented as a combination of
two fundamental solutions of the Dirac equation. The approach proposed includes a
procedure of generating the relativistic electron functions with performance of the
gauge invariance principle. In order to reach the gauge invariance principle per-
formance we use earlier developed QED perturbation theory approach. In the fourth
order of the QED perturbation theory (PT) there are diagrams, whose contribution
into imaginary part of radiation width Im δE for the multi-electron system accounts
for multi-body correlation effects. A minimization of the functional Im δE leads to
integral-differential Dirac-Kohn-Sham-like density functional equations. Further
check for the gauge principle performance is realized by means of the Ward
identities. In the numerical procedure we use the effective Ivanova-Ivanov’s algo-
rithm, within which a determination of the Dirac equation fundamental solutions is
reduced to solving the single system of the differential equations. This system
includes the differential equations for the nuclear potential and equations for cal-
culating the integrals of

RR
dr1dr2 type in the Mohr’s formula for definition of the

self-energy shift to atomic levels energies. Such a approach allows to compensate a
main source of the errors, connected with numerical integration

R
dn and sum-

mation on χ in the Mohr’s expressions during calculating the self-energy radiative
correction to the atomic levels energies. As illustration, data on the nuclear finite
size effect and self-energy Lamb shift contributions to the energy of 2s-2p1/2
transition for the Li-like ions of argon, iron, krypton and uranium are presented and
compared with available theoretical and experimental results.
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Keywords Relativistic quantum chemistry � Green’s function method � Dirac
equation with complex energy � Relativistic mean-field nuclear potential � Fermi
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1 Introduction

As it is well known, in quantum mechanics and quantum field theory, the proba-
bility amplitude for a quantum particle to travel from one place to another in a given
time, or to travel with a certain energy and momentum is given by the propagator
[1–8]. Since the propagator or Green’s function of the wave equation was intro-
duced to calculate the scattering matrix by Stückelberg and Feynman [1, 2], it has
become an important tool of quantum field theory [5–7]. As usually, in the Fe-
ynman diagrams, which describe the rate of collisions in quantum field theory,
virtual particles contribute their propagator to the rate of the scattering event
described by the diagram. They also can be viewed as the inverse of the wave
operator appropriate to the particle, and are called as Green’s functions. The
Green’s function plays a central, very important role as in atomic and molecular
physics as in the statistical physics, physics of plasma and solids physics. A
development of the effective analytical and numerical algorithms for computing the
electron Green’s function of the Dirac equation with arbitrary central potential and
complex energy is of great importance in a modern relativistic many-body theory
[1–52]. One could guess that the different fundamental characteristics of the atomic
and molecular systems can be expressed through the electron and photon Green’s
functions. Usually the energy corrections to levels and oscillation strengths in
quantum theory of atoms and molecules are defined by the electron Green’s
function with a complex energy parameter E and integration on E is spread on the
indefinite interval. In spectral representation of the electron Green’s function can be
represented as follows:

Gðr1r2jEÞ ¼
X
nvm

Wnvmðr2ÞWnvmðr1Þ=ðEnc � EÞ ð1Þ

One can separate the partial contributions with fixed value of χ (angular quantum
number) (c.f. [8, 27–31]). Each partial contribution is presented by multiplying the
radial G(r1, r2|E, χ) the Green’s function of the radial Dirac equation and angle
parts. According to Refs. [50–54], as a rule, the contributions with |ImE| ≤ |10E0|
and |χ| ≤ 15 (here E0 is the bond energy of the studied state) are important in the
modern calculations of the multi-electron systems. The similar expansion for the
photon Green’s function (expansion over the spherical harmonics) separates the
radial part—the Green’s function of the Bessel equation. Usually under calculating
the corresponding matrix elements an integration over all angle variables is
performed analytically, and integration over the radial variables—numerically.
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Very useful review has been presented [9] for the Green’s function expressions of
field equations. Namely, the explicit form of the Green’s functions of the Klein-
Gordon-Fock and Dirac equations is derived, and then the decay rate of the solution
to the linear equations is estimated.

An overview of the two-time Green’s function method is presented in [10]. This
[10] method allows one to calculate level shifts in two-electron highly-charged ions
by including in principle all QED effects, for any set of states (degenerate, quasi-
degenerate or isolated) and as example, an evaluation of the contribution of the
screened self-energy to a finite-sized effective Hamiltonian, that yields the energy
levels through diagonalization, is presented.

It is obvious that a development of the effective numerical algorithms for cal-
culating the electron Green’s function for the Dirac equation with arbitrary potential
and complex energy is of great importance for modern relativistic quantum
chemistry [1–31]. Our interest to this problem is connected with running computing
the self-energy corrections to atomic levels in the heavy atomic systems and
multicharged ions (c.f. [23, 48–68]). Besides, we believe that the similar problem
will be arisen in the quantum chemistry of the heavy and super heavy (ZX, Z > 100)
molecules in some time [23]. In this task all master formulas are conserved, except
of the symmetry of the task. It is obvious that the latter in the molecular case differ
from the atomic symmetry.

From the viewpoint of the modern quantum calculations of the heavy atoms and
multicharged ions it should be mentioned that calculation of the self-energy cor-
rections to the atomic levels energies (radiation widths) have been carried out for
low states of the hydrogen-like ions and nuclear charge Z < 110 (c.f. [32]). The
nuclear finite size correction is usually implemented to the calculation scheme (for
example, the relativistic Hartree-Fock or Dirac-Fock methods) by means of using
several nuclear models (model of the homogeneous charged sphere, the Gauss
model and the Fermi-model) [24–54]. The screening of a nucleus by atomic
(molecular) electrons is usually taken into account for within the Dirac-Fock
(Dirac-Kohn-Sham) approximations. By the way, studying the excited heavy and
super heavy ðZ ~[ 173Þ quantum systems with an accurate modelling the nuclear
potential (in a whole, nuclear effects in quantum calculations) and accounting for
the screening of a nucleus (nuclei) by electrons and radiative effects of the electron
shell polarization and probably the Dirac equation non-linear terms remain by very
actual problem of the modern theory of multi-electron systems. One could mention
here the known difficulties of the modern calculation procedures of quantum
chemistry, in particular, in calculating the radiation (self-energy) correction to
levels energies of the heavy atomic and molecular systems.

In order to treat correctly a problem of calculating the self-energy correction to
atomic (molecular) levels energies in the relativistic quantum chemistry it is
important to have an effective algorithm of calculating the electron Green’s function
for the Dirac equation. As it is well known, the radial electron Green’s function is
presented as a combination of the fundamental solutions of the Dirac equation. One
can mention the Whittaker functions as the fundamental solutions of the Dirac
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equation in a case of the Coulomb potential. As it was noted in Refs. [23, 50–54],
the known expansions to the Taylor expansion with numerical calculating in the
separated blocks are usually used, but there are two significant disadvantages. First
of all, calculating the Whittaker function in the separated block increases the
dimension of the calculation procedure. Secondly, the corresponding Taylor
expansion has a bad convergence for large values of ξ [that is very important for
problem (1)] and contains the significant compensations of the separated terms
(look more detailed explanation in Refs. [23, 50–54]).

Here we present an advanced approach to construction of the electron Green’s
function for the Dirac equation with a non-singular central nuclear potential and
complex energy, which generalizes the known scheme [23, 50–54] by Ivanov et al.
Here firstly the Fermi-model and relativistic mean-field nuclear potentials are used.
Naturally we will also represent the radial Green’s function as a combination of two
fundamental solutions of the Dirac equation. The approach proposed has two new
blocks: (i) a procedure of generating the relativistic electron functions Ψ with
performance of the gauge invariance principle; (ii) the Fermi model for nuclear
finite size potential.

In order to reach the gauge invariance principle performance we use the QED
approach, which has been earlier developed in Refs. [53, 54]. The detailed con-
sideration of the exchange-correlation (the screening and polarization effects, self-
energy correction to mass operator etc.) diagrams is performed within the QED PT
formalism and. In the fourth order of the QED PT [53, 54] there are diagrams,
whose contribution into an imaginary part of the radiation width ImdE for the multi-
electron system accounts for multi-body correlation effects. A minimization of the
functional ImdE leads to integral-differential density functional Kohn-Sham-like
equations. Further check for the gauge principle performance is realized by means
of the Ward identities. In the numerical procedure we use the effective algorithm,
which has been earlier approbated by us in many calculations of different charac-
teristics of the atomic and molecular systems [45–68]. Within this procedure a
definition of the Dirac equation fundamental solutions is reduced to solving the
single system of the differential equations. This method is usually called as the
method of differential equations by Ivanov-Ivanova (c.f. [45–47]). The general
system in our version includes also the differential equations for the Fermi-model
and relativistic mean-field nuclear potentials and equations for calculating the
integrals of the

RR
dr1dr2 type in formula for definition of the self-energy shift to

atomic levels energies (look below).
Let us remember that following to the Mohr papers [34–36], within the covariant

regularization of the Feynman S-matrix results the self-energy shift to the level
energy can be written as follows (c.f. [50–56] too):

E ¼ EL þ EH Kð Þ � 1
~a pZ

3
2
ln K ~a2 þ 3

8

� �
bh i; K ! 1: ð2Þ
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And the high-energy part is as follows:

EH Kð Þ ¼ Re
1
pZ

Z1

0

dn E n; 0ð Þ � E n;Kð Þ½ �; ð3Þ

E n;Kð Þ ¼
ZZ

dr1dr2
1
r12

exp E0 � inð Þ2�K2
h i1=2

wþ r2ð ÞalG r1r2ð Þalw r1ð Þ ð4Þ

where ~a ¼ aZ and Ψ(r) is the wave function—solution of the Dirac equation. Let us
note that above presented formula are written in the Coulomb units (in the Coulomb
units: 1 C.u. of length = 1 a.u.Z; 1 C.u. of energy = 1 a.u. Z2).

It is important to note that the energy parameter E ¼ in in (3) is purely imaginary
one and the Green’s function is complex. This is a direct motivation of the task we
are solving here.

As it has been earlier mentioned [16, 17, 34–47], two last terms in (4) is
logarithmically diverged at Λ → ∞. In the Mohr’s paper [34–36] it has been
received the important result, connected with understanding the mechanism of their
compensations, and the finite expressions without divergences are received. From
the other side, this procedure is not obligatorily, especially from the point of view of
the numerical calculation. In fact, the numerical compensation of the diverged
expressions could result in loss of an accuracy. But, as it is indicated in Refs. [45–56]
this is not main source of the mistake with taking into account for the weak loga-
rithmic divergence (it is meant that the acceptable accuracy in calculating EH no
worse than 1 %). The main source of mistakes is connected with the numerical
integration

R
dn and summation on χ. Naturally, one can present the exact quanti-

tative estimates on the basis of the concrete calculation allowing the variations of
different parameters. Following to Refs. [45–59], we calculate the self-energy shift
strictly on the basis of the formula (2)–(4). The Λ-dependent part of the contribution
will be presented in the following form: KEH= Kþ að Þ; where the parameters EH ; a
are empirically defined using two reference points: Λ = 40 � |E0| and Λ = 80 � |E0|.

2 Dirac Equation with Complex Energy: Fundamental
Solutions

The radial Dirac equations can be written as follows (in the Coulomb units):

f 0 ¼ �ðvþ 1Þf =r � V�g~a; ð5Þ

g0 ¼ ðv� 1Þg=r þ Vþf ~a;
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V� ¼ VðrÞ � in� ~a�2; ð6Þ

where V(r) is the potential of a nucleus. We are interested by a case when the
potential is regular for r ! 0. It is easy to show (c.f. [45–47]) that for such a
potential the solutions of two types (regular and non-regular at r ! 0) exist for each
value of ξ and χ:

for v\0

f � r vj j�1; g� r;~f � r� vj j; ~g� r� vj j�1;

for v[ 0

f � r vj j; g� r vj j�1;~f � r� vj j�1; ~g� r� vj j:

ð7Þ

The regular solution (f, g) at r ! 0 is simply defined by the condition (6) with the
accuracy to a normalization. At the same time the singular solutions are not defined
by these conditions.

For large values of vj j the functions (7) have a strong degree dependence at
r ! 0 that is a reason of the known computational difficulties during the numerical
integration of the Dirac equations. At large χ the radial functions F and G vary
rapidly at the origin of co-ordinates (c.f. [45–47, 59]):

FðrÞ;GðrÞ � rc�1

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 � a2z2

p ð8Þ

As usually, in order to prevent the integration step becoming too small, as usually
(c.f. [45–47, 59, 60]), it is convenient to introduce the new functions isolating the
main power dependence:

ðF;GÞ ¼ ðf ; gÞ � r1� vj j;

ð~F; ~GÞ ¼ ð~f ; ~gÞ � r vj jþ1:
ð9Þ

The Green’s function is a combination of the Dirac equation modified (the power
dependence is separated) fundamental solutions:

F0 ¼ ðvþ vj jÞF=r þ V�~aG; G0 ¼ ðv� vj jÞG=r þ Vþ~aF; ð10aÞ
~F0 ¼ �ðvþ vj jÞ~F=r þ V�~a~G; ~G0 ¼ ð vj j þ vÞ~G=r þ Vþ~a~F: ð10bÞ

The functions (F, G) represent the first fundamental solution, which is regular for
r ! 0 and singular for r ! 1. Any combination

ð~F; ~GÞ þ Cr2 vj jðF;GÞ

satisfies to above written equations for ð~F; ~GÞ and represents singular solution at
zero [50–56].
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The right chosen combination ðF̂; ĜÞ for the single value of the mixing coeffi-
cient C (regular for r ! 1) is second fundamental solution ðf̂ ; ĝÞ. Finally, the
Green’s function electron function is a four-component matrices with the functions
(F, G) and ðF̂; ĜÞ, which are the Dirac equations solutions with account of the
corresponding asymptotic conditions. Further one can get from Eqs. (10a) and (10b)
that for r ! 1:

ðF;GÞ� expAr; ðF̂; ĜÞ� expð�ArÞ; A ¼ ð~a�2 þ n2~a2Þ1=2: ð11Þ

The exponential power is obviously real (i.e., no oscillations). Let us note that this
is specifically for purely imaginary energy parameter E. The condition (11) defines
the functions ðF̂; ĜÞ. As the bi-linear combinations of the function components (7)
are presented in the Green’s function, it is obvious that only their relative nor-
malization is important. It is defined by the Wronscian condition as follows:

W ¼ ðFĜ� F̂G � 1Þ: ð12Þ

The electron radial Green’s function is the four component matrices as follows:

Gðr1r2jE; vÞ ¼ F̂ðr[ ÞFðr\Þ F̂ðr[ ÞGðr\Þ
Ĝðr[ ÞFðr\Þ Ĝðr[ ÞGðr\Þ

� �
; ð13Þ

where r[ ðr\Þ is more (or less) value of r1, r2 the functions (F, G) and ðF̂; ĜÞ
satisfy the Dirac equations (5, their asymptotical conditions (10a), (10b) and (12)
and the Wronscian normalization condition. It can be easily shown (c.f. [50–54])
that exchanging the solution ðF̂; ĜÞ by any combinations ðF̂; ĜÞ þ Br2 vj jðF;GÞ
does not break the Wronscian condition (c.f. [29, 30, 50–56]).

3 Non-Singular Nuclear Potential of the Dirac Equation:
Relativistic Mean-Field and Fermi Models

In many papers (c.f. [13–20, 34–69] and Refs. therein) the energy and spectral
characteristics of hydrogen-like and other multi-electron ions were computed with
using the nuclear charge distribution in the form of a uniformly charged sphere and
Gaussian form. The advantage of the Gaussian form nuclear charge distribution is
provided by using the smooth function instead of the discontinuous one as in the
model of a uniformly charged sphere. It is obvious that it simplifies the calculation
procedure and permits to perform a flexible simulation of the real distribution of the
charge in a nucleus.

The authors of Refs. [23, 55, 56, 63, 64, 70–72] used the RMFmodel to define the
nuclear charge distribution in atomic calculations. In these papers it has been noted
that it is possibly a strict bridging between nuclear structure theory and quantum
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chemistry (atomic and molecular physics). The formulation and application of the
RMF theory has been the most striking development in the field of nuclear structure.
The RMF (c.f. [73, 74]) is now established to be one of the most successful and
satisfactory theory for the description of the nuclear structure properties. The RMF
models are effective field theories for nuclei below an energy scale of 1 GeV, sep-
arating the long- and intermediate-range nuclear physics from short-distance physics,
involving, i.e., short-range correlations, nucleon form factors, vacuum polarization
etc., which is absorbed into the various terms and coupling constants. Let us firstly
describe the RMF model, which is used here. Usually one starts with a Lagrangian
density describing Dirac spinor nucleons interacting via meson and photon fields.
This leads then to the Dirac equation with the potential terms describing the nucleon
dynamics and the Klein-Gordon-type equations involving nucleonic currents and
densities as source terms for mesons and the photon. This set of coupled, nonlinear
differential equations (the RMF equations) is required to be solved self-consistently.
In our approach we have adapted so called NL3-NLC (see details in Refs. [70–76]),
which is among the most successful parameterizations available. The resulted charge
density is defined as follows:

qcðRÞ ¼ A
Z

dx exp½�lðR� xÞ�qpðxÞ; ð14aÞ

with the proton density qp constructed from the RMF (A, l are the numerical
coefficients) and normalized to the charge number Z:

Z
dRqpðrÞ ¼ Z: ð14bÞ

All corresponding model parameters are explained and given in Refs. [73–76].
Another effective model approach to determine nuclear potential (the nuclear

density distribution) is given by the known Fermi model. This model gives the
following definition of the charge distribution in the nucleus q rð Þ:

qðrÞ ¼ q0=f1þ exp½ðr � cÞ=aÞ�g; ð15aÞ

where the parameter a = 0.523 fm, the parameter c is chosen by such a way that it is
true the following condition for average-squared radius:

hr2i1=2 ¼ ð0:836	 A1=3 þ 0:5700Þ fm: ð15bÞ

Further let us present the formulas for the finite size nuclear potential and its
derivatives on the nuclear radius. If the point-like nucleus has the central potential
W(R), then a transition to the finite size nuclear potential is realized by exchanging
W(r) by the potential:
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W rjRð Þ ¼ W rð Þ
Zr

0

dr r2q rjRð Þ þ
Z1

r

dr r2W rð Þq rjRð Þ ð16Þ

We assume it as some zeroth approximation. Further the derivatives of various
characteristics on R can be calculated. They describe the interaction of the nucleus
with outer electron; this permits recalculation of results, when R varies within
reasonable limits. The Coulomb potential for the spherically symmetric density
q rjRð Þ is:

Vnucl rjRð Þ ¼ � 1=rð Þ
Zr

0

dr0r02q r0jRð Þ þ
Z1

r

dr0r0q r0jRð Þ ð17Þ

It is determined by the following system of differential equations [29, 30, 45–47]:

V 0
nucl r;Rð Þ ¼ 1=r2

� � Zr

0

dr0r02q r0;Rð Þ � 1=r2
� �

y r;Rð Þ;

y0 r;Rð Þ ¼ r2q r;Rð Þ;
q0ðrÞ ¼ ðq0=aÞ exp½ðr � cÞ=a�f1þ exp½ðr � cÞ=aÞ�g2

ð18Þ

with the boundary conditions:

Vnucl 0;Rð Þ ¼ �4= prð Þ; y 0;Rð Þ ¼ 0

qð0Þ ¼ q0=f1þ exp½�c=a�g: ð19Þ

The corresponding system of equations includes the equations for the density
distribution function too. The corresponding derivative of potential on the nuclear
radius is as follows:

@W rjRð Þ=@r ¼ W rð Þ
Zr

0

dr r2@q rjRð Þ=@Rþ
Z1

0

dr r2W rð Þ@q rjRð Þ=@r: ð20Þ

The derivative of the physical characteristics, corresponding to potential W rjRð Þ, on
the nuclear radius is represented by the matrix element:

@W Rð Þ=@R ¼
Z1

0

dr r2 F2
nlj rð Þ þ G2

nlj rð Þ
h i

@W rjRð Þ=@R ð21Þ

It should be remembered that the nuclear finite size correction is not correctly taken
into account within the perturbation theory as a matrix element of two potentials
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difference. It is well known that the functions of a state for two nuclear potentials
differ significantly in the important region. Calculation of the potentials, their
derivatives, matrix elements is reduced to solving the single system (in fact 1D
procedure) of the differential equations (c.f. [45–54, 60, 70–72]).

For example, in order to calculate the potentials W rjRð Þ and @W rjRð Þ=@R the
following system of differential equations should be solved:

dW rjRð Þ=dr ¼ P rjRð ÞdW rð Þ=dr;
dP rjRð Þ ¼ r2q rjRð Þ;

d½@W rjRð Þ=@R�=dr ¼ S rjRð ÞdW rð Þ=dr;
dS rjRð Þ=dr ¼ r2½@r rjRð Þ=@R�

ð22Þ

with known analytical functions W(r), ρ(r|R). The boundary values at r ! 0 are
found by expansion to a set on r.

In Refs. [50–56] the Dirac equations system is presented and the boundary
values of functions (for r = 0) for calculating the potentialW(r) (V(r)) are given. The
potential (16), (17) can be expanded to a set on the even degrees:

V rð Þ ¼ V1 þ
X1
K¼2

VK r2K ; ð23Þ

V1 ¼ � 4p
R

; VK[ 1 ¼ � 4 c3=2

p1=2
� �cð ÞK�2

2K � 2ð Þ 2k � 1ð Þ k � 2ð Þ! : ð24Þ

Below we also use the complex combinations:

V

1 ¼ �Rc� in
 ~a�2: ð25Þ

The expansion of the potential to the Taylor set generates the corresponding
expansions for the Dirac equations solutions. These conditions are used for the
small values r as the boundary values. The first fundamental condition is stable in
relation to the little perturbations of the boundary values. So here one could be
limited by the first expansion terms:

for χ < 0

F ¼ 1þ V�
1 � Vþ

1 r
2=2 2v� 1ð Þ;

G ¼ V1r= 2v� 1ð Þ; ð26Þ

for χ > 0

G ¼ �1þ V�
1 � Vþ

1 r
2=2 2vþ 1ð Þ; F ¼ �V1r= 2vþ 1ð Þ: ð27Þ
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The functions ðF_;G_Þ have the following form:

~F ¼ f1 þ f2r
2 þ � � �� �

r; ~G ¼ g1 þ g2r
2 þ � � � ; ð28Þ

where for χ < 0

g1 ¼ 1; 2vþ 1ð Þf1 ¼ V�
1 g1;

�2g2 ¼ Vþ
1 f1; 2vþ 3ð Þf2 ¼ V�

1 g2 þ V2g1;
�4g3 ¼ Vþ

1 f2 þ V2f1; 2vþ 5ð Þf3 ¼ V�
1 g3 þ V2g2 þ V3g1;

ð29Þ

and for χ > 0

~F ¼ f1 þ f2r
2 þ � � � ; ~G ¼ g1 þ g2r

2 þ � � �� �
r; ð30Þ

f1 ¼ 1; 2v� 1ð Þg1 ¼ Vþ
1 f1;

�2f2 ¼ V�
1 g1; 2v� 3ð Þg2 ¼ Vþ

1 f2 þ V2f1;
�4f3 ¼ V�

1 g2 þ V2g1; 2v� 5ð Þg3 ¼ Vþ
1 f3 þ V2f2 þ V3f1:

ð31Þ

The recurrent procedure allows to calculate any number of terms in the expansions
(28)–(31). It is naturally important to define the first χ terms, which are general for

all functions ðF_;GÞ. It should be noted that the high power terms in the “right”

solution ðF_;G_Þ are defined by the mixture Cr2 vj j (F, G). In order to calculate the
mixing coefficient one could use the algorithm [50–52]. In further calculations the
RMF and Fermi models will be used for determination of the nuclear charge
distribution and respectively nuclear potentials. Other possibilities are considered in
Refs. [70–72, 77–81].

4 Construction of the Optimal One-Quasi-Electron
Representation

In many calculations of characteristics of the atomic elementary processes it has
been shown that an adequate description of these characteristics requires using the
optimized basis’s of the wave functions. Some time ago Davidson had pointed the
principal disadvantages of the traditional representation based on the self-consistent
field approach and suggested the optimal “natural orbitals” representation [82, 83].
Nevertheless, there remain insurmountable calculational difficulties in the realiza-
tion of the Davidson program. One of the simplified recipes represents, for example,
the Kohn-Sham density functional method [84, 85]. Unfortunately, this method
doesn’t provide a regular refinement procedure in a case of the complicated atomic
systems with several quasiparticles (electrons or vacancies above a core of the
closed electron shells). Our version of the density functional method, based on the
formally exact QED PT, uses some effective bare potential for this purpose [45–54].
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In Refs. [29, 30, 53, 54] it has been proposed “ab initio” optimization principle
for construction of the relativistic orbital basis’s. The minimization condition of the
gauge dependent multielectron contribution of the lowest QED PT corrections to
the radiation widths of the atomic levels is used. The details of procedure can be
found in Refs. [53, 54].

Here we briefly describe the key moments. In the fourth order of QED PT there
appear diagrams, whose contribution into the Im dE accounts for the exchange-
polarization effects. This contribution describes the collective effects and it is
dependent upon the electromagnetic potentials gauge (the gauge non-invariant
contribution).

Let us examine the multi-electron atom with 1QP in the first excited state,
connected with the ground state by the electric dipole radiation transition. In the
zeroth order of QED PT we use the 1-electron bare potential VN(r) + VC(r). The
mean field potential VC(r) is related to the electron density qC(r) in a standard way
[45–47]. Moreover, all the results of the approximate calculations are the func-
tionals of the density ρC(r).

Further one may treat the lowest order multi-electron effects, in particular, the
gauge dependent radiative contribution for a certain class of the photon propagator
calibration. This value is considered to the typical electron correlation effect, whose
minimization is a reasonable criterion in searching the optimal one-electron basis of
PT. All the gauge non-invariant terms are multi-electron by their nature (the par-
ticular case of the gauge non-invariance manifestation is the non-coincidence of the
oscillator strengths values, obtained in the approximate calculations with the
“length” and “velocity” transition operator forms). Quite complicated calculation of
contribution of the QED PT fourth order polarization diagrams into Im E gives the
following result [53, 54]:

Im dEninvða� s; bÞ ¼ �Cdr1dr2dr3dr4
X
n[ f
m� f

1
xmn þ xas

þ 1
xmn � xas

� �

wþ
a r1ð Þwþ

m r2ð Þwþ
s r4ð Þwþ

n r3ð Þ 1� a1a2
r12

f½ða3a4 � a3 n34a4 n34Þ=r14�
sin½wan r12 þ r34ð Þ� þ wan cos½wan r12 þ r34ð Þ�ð1þ a3 n34a4 n34Þg
wm r3ð Þwa r4ð Þwn r2ð Þws r1ð Þ:

ð32Þ

Here, C is a gauge constant, f is the boundary of the closed shells; n ≥ f indicating
the unoccupied bound and the upper continuum electron states; m ≤ f indicates the
finite number of states in the core and the states of the negative continuum
(accounting for the electron vacuum polarization).

The minimization of the density functional Im ΔEninv leads to the integral dif-
ferential equation for the ρc, that can be numerically solved. In Refs. [53, 54] it is
developed more simplified calculational procedure. In result one can get the optimal
relativistic one-quasiparticle representation. Below we first use such a representa-
tion in calculation of the radiative corrections to atomic levels energies.
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5 Procedure for Determination of the Second Fundamental
Solution of the Dirac Equation and Anti-Wronscian

In Refs. [50–52] it has been introduced the bi-linear combination, which was called
as the anti-Wronscian:

W� ¼ F � G_ þ F
_ � G: ð33Þ

Below we follow to Refs. [50–56]. It can be received from the Dirac equation
and the Wronscian condition that

F � G_ ¼ 1=2þ O rð Þ;
F
_ � G ¼ �1=2 þ O rð Þ

for r ! 1; ð34Þ

where F
_

;G
_

is the regular solution at r ! 1.
It means that ~W� is the finite function elsewhere and it is right for any energy

E (even E > 0, when the Dirac equation solutions are oscillating for r ! 1):

W� � 1=r for r ! 1: ð35Þ

The main advantage for the W− introduction is connected with a simpleness of
asymptotes, that is make more simple its integration, analysis of the numerical
errors and modelling in the region of the asymptotically large values r. Taking into
account the Wronscian condition, one may write as follows:

F
_ ¼ ðW� � 1Þ=2G; G ¼ ðW_

�
þ 1Þ=2F; ð36Þ

So, the second fundamental solution can be easily found if the first solution (F,
G) and the anti-Wronscian are known. Further, following to Refs. [50–52], one may
write the differential equation for function W−:

W�0 ¼ ~aV� W
_ �

þ 1
� �

G=F � ~aVþ W� � 1ð ÞF=G ð37Þ

with asymptotic conditions:

W�0 ! �W=r for r ! 1: ð38Þ

It can be shown that if some function ~W� satisfies to Eq. (37) then any function of
the following type

~W� þ C r2 vj j F � G: ð39Þ

satisfies to this equation too.
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The performance of the condition (38) can be reached by means of the corre-
sponding choice of the complex coefficient C for given (F, G) and ~W�. At the same
time as the regular solution of Eq. (30) as the regular solution of (10a) and (10b) for
r ! 1 can be unstable in relation to the boundary values (for small r) and can
exponentially diverged at r ! 1 because of the little mixture of the second fun-
damental solution. It is quite possible that a contribution of the diverged mixture
can become sufficiently significant in a process of the numerical integration.

Another very important aspect of the problem is a correct output of the integrated

functions ðF_;G_Þ and W− to the asymptotes. An effective procedure for realization
rational output has been proposed in Refs. [50–52] and based on using the
asymptotical equations for W−. Really, one may represent W− in the form:

W�ðrÞ ¼ euðrÞ: ð40Þ

where uðrÞ is the complex function. The differential equation for anti-Wronscian is
as follows:

dW�=d r ¼ W�d u=d r: ð41Þ

u0 ¼ ~a V� W� þ 1ð ÞG2 � Vþ W� � 1ð ÞF2	 

=GFW�: ð42Þ

Further in a region of the asymptotically large values r one may transit from the
exact Eq. (30) to the asymptotic equations as follows [50–52]:

W�0 ¼ W�0Reu0 þW�~aIm V� W� þ 1ð ÞG2 � Vþ W� � 1ð ÞFF	 

=GFW�� � ð43Þ

with the model function:

Reu0 ¼ �1=r þ r2=r
2 þ r3=r

3: ð44Þ

It is important that all solutions of the asymptotic differential equations are stable in
relation to the numerical errors of integration and, besides, they satisfy to the
condition (37). This is opposite to a behaviour of the exact Eq. (37) solutions.

The constants r2; r3 are simply connected with 1/r expansion for W− [50–52]. A
control of quality for the integration is fulfilled on the function XðrÞ ¼ W�W��. In
a region of the asymptotically large values r it is correct the following chain of
inequalities:

X 0ðrÞ\0;X 00ðrÞ[ 0;X 000ðrÞ\0;XIVðrÞ[ 0;XV\0. . . ð45Þ

for absolutely exact function X(r). The non-fulfilling these condition can be used for
earlier diagnostics of the integration numerical errors and transition to the
asymptotical differential equations. More details about above described procedure
can be found in Refs. [50–56].
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6 General Scheme of Calculation for a Three-Electron
System

Taking into account for the further application of the algorithm in calculation of the
radiative corrections to the levels energies of the heavy Li-like multicharged ions let
us describe briefly the calculation procedure for three-electron systems. More
detailed description of all method is given in Refs. [59, 60].

One may consider the Dirac-Fock type equations for a three-electron system
1s2nlj. Formally they fall into one-electron Dirac equations for the orbitals 1s and
nlj with the potential:

VðrÞ ¼ 2V rj1sð Þ þ V rjnljð Þ þ VexðrÞ þ V rjRð Þ; ð46Þ

where VðrjRÞ includes the electrical and the polarization potentials of a nucleus; the
components of the Hartree potential:

V rjið Þ ¼ 1
Z

Z
d~r0q rjið Þ=~r �~r0j j ð47Þ

Here q rjið Þ is a distribution of the electron density in the state |i>, Vex is the
exchange inter-electron interaction.

The main exchange effect will be taken into account if in the equation for the
1s orbital we assume

V rð Þ ¼ V rj1sð Þ þ V rjnljð Þ ð48Þ

and in the equation for the nlj orbital

V rð Þ ¼ 2V rj1sð Þ ð49Þ

The rest of the exchange and correlation effects are taken into account for in the
first two orders of the PT by the total inter-electron interaction [45–50, 59, 60]. The
used expression for q rj1sð Þ coincides with the precise one for a one-electron rel-
ativistic atom with a point nucleus. The finiteness of a nucleus and a presence of the
second 1s electron are included effectively into the energy E1s.

Actually, for determination of the properties of the outer nlj electron one iter-
ation is sufficient. Refinement resulting from second iteration (by evaluations) does
not exceed correlation corrections of the higher orders omitted in the present cal-
culation. The relativistic potential of core (the “screening” potential)

2V 1ð Þ rj1sð Þ ¼ Vscr ð50Þ

has correct asymptotic at zero and in the infinity; at a ! 0 it changes to an
appropriate potential constructed on the basis of the hydrogen-like functions. The
other details can be found in the papers [59, 60].
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7 Calculation Results for Self-Energy Shifts to Atomic
Level Energies: Li-like Ions

In Refs. [55, 59, 60] the calculation of spectra for a number of the Li-like heavy
ions with nuclear charge Z = 18–100, in particular, Li-like argon and uranium, has
been carried out. First of all, let us note that in a concrete calculation transition from
exact Eq. (37) to asymptotical ones (41) and (42) is under simultaneous fulfilling
four conditions

X 0\0; X 00 [ 0; X 000\0; XIV [ 0: ð51Þ

Using the exact equations for large r leads to non-fulfilling the third condition and
then first one that is meant the divergence of the function. The attempt to make
more long the chain (51) resulted to sharp increasing of the calculation time and
does not provide increasing accuracy of the result. In Fig. 1 the calculated curves
for X ¼ W�W�� in dependence upon r (for χ = −1 (a) and χ = 7 (b)) are presented.
The points where the derivatives X 0\0;X 00 [ 0;X 000\0;XIV [ 0: change a sign,
are shown on the curves X(r). The scale of r on the x-axe is given for two values ξ.

Below the results of calculation [55, 56, 59] for the Li-like ions with the nuclear
charge Znucl = 18, 26, 36 and 92 are presented. It is interesting to note that the
results obtained are practically identical for the RMF (present paper), Fermi [55, 56]
and Gauss [45–52] models of the nuclear charge distribution.

For χ = −1 the behaviour of function after extremum X(r) is not qualitatively
dependent upon ξ. For more large values of χ function X″ oscillates. The function X″
reaches the asymptotical value righter than the functions X″′, XIV. This is entirely
corresponding to the sequence principle (38).

Fig. 1 The curves of the X ¼ W�W�� (results for the Fermi-model of a nuclear charge
distribution) in dependence upon r: a χ = −1; b χ = 7. The points where the derivatives
X 0;X 0;X 000;XIV : change a sign, are shown on the curves X(r). The scale of r on the x-axe is given
for two values ξ
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In Table 1 we present the experimental (Exp.) and theoretical data for the
energies of 2s1/2–2p1/2 transition in spectrum of the Li-like U89+ ion, obtained by
different methods: E2—our data (this work) within the QED PT; A—QED PT with
the Dirac-Fock zeroth approximation by Shabaev et al.; B—multi-configuration
Dirac-Fock method by Cheng-Kim-Desclaux; C—relativistic PT on the inter-
electron interaction; D—the relativistic many-body PT with zeroth Dirac-Fock
potential by Ivanov et al. (D); E1—QED PT [37, 38] (look Refs. [34–42, 45–47, 55,
56, 86–92]).

Let us also mention the values of the 2s–2p1/2 transition energy, which are
obtained by Persson-Lindgren-Salomonson (22,634 × 102 cm−1) [41, 42] and
Blundell (22,650 × 102 cm−1) [37, 38].

In Table 2 data for the nuclear finite size effect (NFSE) and self-energy (Lamb
shift = LS) contributions to the energy of 2s–2p1/2 transition for the Li-like ions of
argon, iron, krypton and uranium are presented [55, 56].

In Table 3 we present available experimental data (Exp.) and different calcula-
tion results for the energy of the 2s1/2–2p1/2 transition in spectra of the Li-like ions
of iron and krypton. The theoretical values are obtained on the basis of different
calculation methods: relativistic PT on inter-electron interaction [86]; PT on
parameters 1/Z and αZ [87], B-multi-configuration Dirac-Fock method [39, 40], the
relativistic many-body PT with zeroth Dirac-Fock potential [45–47] and local Di-
rac-Fock (and others) potential [86, 87] and relativistic PT [55, 56], this paper (see
also Refs. [59, 60]). The corresponding theoretical value of the transition energy for
Li-like argon is 25,720 (in 10 cm−1); in Refs. [93, 94] it is listed the value
25,815 cm−1 (this is the electron structure value without accounting for the QED
corrections).

Agreement between the theoretical data and experimental results is more or less
satisfactory, but the most exact results are presented in Refs. [34–36, 41, 42, 55, 56,
86, 87]. The calculation has shown that presented generalization of the Ivanov et al.
approach [50–56] to construction of the electron Green’s function for the Dirac
equation with a non-singular nuclear potential and its implementation to the general

Table 1 Energy (in 102 cm−1) of 2s1/2-2p1/2 transition in the spectra of Li-like ions of uranium
(see text)

Transition Exp. A B C D E1 E2

2s1/2-2p1/2 22,635 22,631 22,644 22,795 22,795 22,636 22,635 22,632

2s1/2-2p1/2 – – 336,923 336,923 336,218 336,229 336,226

Table 2 The NFSE and LS
contributions (in cm−1) to
energy of 2s-2p1/2 transition
for the Li-like ions with
Z = 18, 26, 36, 92

Contribution Z = 18 Z = 26 Z = 36 Z = 92

R 3.15 3.56 3.97 5.42

NFSE −10 −88 −463 −267,328

−LS 950 3,975 12,472 333,215

R is an effective nuclear radius; in 10−13 cm
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QED PT formalism [29, 30, 53, 54, 59, 60] allows to reach a physically reasonable
description of the radiative and other contributions to the transition energies,
especially, for high-Z ions of the Li-like isoelectronic sequence.

It is known that the standard relativistic PT usually fails to provide (or the total
accuracy is significantly decreased) the accurate results for low-Z and intermediate-
Z ions and neutral atoms of astrophysical (laser physics, physics of plasma etc.)
interest. In order to check the possibilities of a new approach (within the QED PT
[45–47, 59, 60]), we have studied the Li-like ions of argon, iron and krypton. These
ions are of the great practical interest for X-ray laser physics etc. (look, for example,
[88–92, 95–101] and Refs. therein). Analyzing the obtained data, in particular, for
the Li-like ions of iron and krypton, one could conclude that the approach presented
(with using the consistent relativistic PT [29, 30, 53–60]) can provide sufficiently
high accuracy and physically reasonable description of the corresponding energy
and spectral parameters of the multicharged ions.
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Spacetime-Based Foundation of Quantum
Mechanics and General Relativity

John A. Macken

Abstract This work makes the case that everything in the universe (all particles,
fields and forces) is derived from the single building block of 4 dimensional
spacetime. The tremendously large impedance of spacetime (c3/G) permits small
amplitude waves in spacetime to be the universal building block. The spacetime
wave-based fermion model is shown to plausibly possess the correct spin, energy
and the ability to appear to be point particles in experiments. This model also
generates the weak gravity curvature of spacetime and the gravitational force
between particles. The electrostatic force between fundamental particles is also
derived and shown to be related to the gravitational force through a simple dif-
ference in exponents. A new constant of nature is proposed which converts elec-
trical charge into a strain of space. The distortion of spacetime produced by photons
is also analyzed.

Keywords Spacetime field � Impedance of spacetime � Zero point energy �
Gravitation � Unification of forces � Theory of everything � Aether

1 Introduction

Quantum systems present many characteristics which can be described mathe-
matically but cannot be understood conceptually. For example, a carbon monoxide
molecule isolated in a vacuum can only rotate at integer multiples of 115 GHz.
What enforces this quantized angular momentum? Why do fundamental particles
exhibit wave-particle duality and probabilistic characteristics? What is the mecha-
nism by which particles produce curved spacetime?

Generations of physicists have been unable to bring conceptual understanding to
the foundational questions of both quantum mechanics (QM) and general relativity
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(GR). In physics, we start with assumptions and extract hidden implications using
advanced mathematical analysis. However, if a problem is missing an essential
assumption, no amount of mathematical analysis of the other required assumptions
can successfully solve the problem. It is proposed that our current view of the
universe is missing an essential starting assumption. The currently accepted starting
assumptions are sufficient to achieve mathematical equations which agree with
experiments, but they are not sufficient to give conceptually understandable
explanations of many QM and GR effects including the mechanism by which matter
curves spacetime. This paper will attempt to show that the missing fundamental
assumption is: The universe is only spacetime.

This assumption is intended to convey the idea that all particles, all fields and all
forces are just different aspects of 4 dimensional spacetime. If this assumption can
be proven correct, it has a great deal of appeal. It would unify not only the forces of
nature, but also the 17 particles of the standard model would all be related because
they would be different excitations of the single spacetime field. Even the modeling
of molecules in physical chemistry would achieve a new level of conceptual
understanding. What is being proposed is that the fabled “theory of everything”
might actually be possible if it can be shown that physics has an underlying sim-
plicity expressed in the proposed missing assumption: The universe is only
spacetime.

To understand how this assumption is plausible, it is first necessary to describe
the model of spacetime that allows spacetime to be the single building block of
everything in the universe. The usual descriptions of spacetime come from GR.
However, it is proposed that GR describes only the macroscopic properties of
4 dimensional spacetime. For spacetime to be the single constituent of everything, it
is necessary to expand the model of spacetime to include the small scale properties
of the vacuum obtained from QM. As John Archibald Wheeler said [1] “Empty
space is not empty… The density of field fluctuation energy in the vacuum argues
that elementary particles represent percentage-wise almost completely negligible
change in the locally violent conditions that characterize the vacuum.” It is this
energetic form of the vacuum that must be combined with the macroscopic prop-
erties of spacetime to obtain the proposed single building block of all particles,
fields and forces in the universe.

2 Zero Point Energy and the Spacetime Field

Taking John Wheeler’s advice, we will start by modeling the energetic vacuum
rather than initially attempting to model particles or forces. The quantum
mechanical properties of the vacuum goes by many names including zero point
energy (ZPE), vacuum energy, vacuum fluctuations, quantum foam, etc. Even
the uncertainty principle and the virtual particle pair formation/annihilation will be
attributed to these vacuum fluctuations. Field theory states that the vacuum can be
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viewed as if it is filled with harmonic oscillators [2] with energy E ¼ 1
2 �hx ¼ 1

2 �hc=�k
where lambda bar is �k ¼ c=x ¼ k=2p. The volume V of each harmonic oscillator is
a function of the wavelength which will be expressed as volume V ¼ k�k3 where k is
a numerical factor near 1. This implies that the quantum vacuum has a tremendous
energy density [2]. For example, the implied energy density U is U ¼ k�hx4

�
c3

where the angular frequency ranges from zero to a maximum of ω. In quantum field
theory it is commonly assumed that the maximum frequency is equal to Planck
angular frequency xp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
c5=�hG

p
� 1:9� 1043 s�1. The implied energy density of

the quantum vacuum is therefore approximately equal to Planck energy density
Up ¼ c7=�hG2 � 4:6� 10113 J=m3. For comparison, the “critical” energy density of
the universe obtained from GR is about 10−9 J/m3. This is the famous 10120 dis-
crepancy between the GR and QM. It is usually assumed that the energy density of
the universe obtained from GR and cosmological observation must be correct and
that some unknown large effect must cancel out what appears to be a ridiculously
large energy density from QM. However, there are two problems with this. First,
the cancelation must be carefully calibrated to cancel 10113 J/m3 but leaving the
10−9 J/m3 energy density that we observe. Second, a cancelation must also leave all
the physical and theoretical effects required by QM, quantum electrodynamics and
quantum chromodynamics.

If we are assuming that the universe is only spacetime, then we are not anxious
to get rid of the tremendous energy density of the vacuum. In fact, the vacuum
energy is essential to the spacetime model that allows spacetime to build everything
in the universe. Rather than declaring that this large vacuum energy must be
eliminated, we will accept and quantify the fluctuations of spacetime that result in
this vacuum energy density. Once this is done, we can see if the models of the
vacuum energy and the observable energy in the universe are somehow different in
a way that allows both to peacefully coexist.

The obvious way that the vacuum might possess energy is if there are oscillating
distortions (waves) in the vacuum. However, the wave amplitude would have to be
small because large amplitude waves would be detectable and violate conservation
laws. The uncertainty principle does allow waves to exist in spacetime provided that
the amplitude of these waves are so small that the waves are not detectable as
discrete waves. If these random waves existed, they would introduce noise into our
distance and time measurements. The question of the theoretical limit (device
independent) to the accuracy of a distance measurement between two points has
been examined and found [3–7] to be on the order of Planck length
Lp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�hG=c3

p � 1:6� 10�35 m. In other words, waves which modulate the dis-
tance between two points by ±Planck length would be undetectable and therefore
allowed. Similarly, an analysis of the fundamental minimum detectable unit of time
(difference between clocks) has been made [4, 5] and found to be on the order of
Planck time Tp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�hG=c5

p
� 5:4� 10�44 s. Therefore, waves in spacetime can

slightly modulate the rate of time. Clocks in flat spacetime can speed up and slow
down in a way that produces a maximum difference between clocks of �Tp. Waves
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in spacetime which have displacement amplitudes of �Lp and �Tp will be called
“Planck amplitude waves”. Unlike virtual particle pairs, Planck amplitude waves in
spacetime can exist indefinitely because these waves are undetectable even with a
long observation time. This is a fundamental property of spacetime that is not only
allowed by the uncertainty principle, but in this model this turbulence causes the
uncertainty principle.

It should be mentioned that the Planck amplitude waves in spacetime are a
completely different concept than the granularity or pixelation proposed by loop
quantum gravity. This granularity (pixelation) of loop quantum gravity is not
sinusoidal wave oscillations. The pixelation model of spacetime is stagnant. It does
not possess the tremendous energy density required to explain the 10113 J/m3 of
ZPE. In the remainder of this paper, the term “spacetime field” will be used to
indicate the model of spacetime proposed here which is filled with Planck ampli-
tude waves (�Lp and �Tp) at all frequencies up to Planck angular frequency

xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
c5=�hG

p
� 1:9� 1043s�1:

There is another insight that can be extracted from our starting assumption. Since
an objective is to construct fundamental particles out of waves in spacetime, those
waves must be able to affect proper volume and the rate of time. This is said
because a particle (mass) affects the rate of time and proper volume in the sur-
rounding spacetime (matter curves spacetime). If this model is going to explain this
effect, it is most reasonable to first explore the possibility that particles are made of
waves in spacetime that modulate both the rate of time and proper volume.
Gravitational waves are waves in the medium of spacetime, but they do not
modulate the rate of time or proper volume. For example, a gravitational wave
would convert a spherical volume into an oscillating ellipsoid which has the same
volume and rate of time as the spherical volume. The only type of wave that would
affect time and volume is a dipole wave in spacetime. This is a theoretical concept
that would be the simplest type of wave in spacetime. However, it barely gets
mentioned in standard texts on GR because dipole waves in spacetime are
impossible on the macroscopic scale covered by GR. For example, in the 1,300
page tome titled Gravitation [1], dipole waves in spacetime receive only a three
line mention which can be paraphrased as there can be no mass dipole radiation
because the second time derivative of mass dipole is zero €d ¼ _p ¼ 0. If dipole
waves existed in spacetime on the macroscopic scale, they would violate the
conservation of momentum and the conservation of energy. However, QM permits
dipole waves to exist in spacetime provided that the displacement amplitude is
limited to �Lp and �Tp. This is no problem because we have already accepted this
limitation for any energetic waves to exist in spacetime. Therefore, the spacetime
field model being developed will assume dipole waves in spacetime with the Planck
amplitude limitation.

To test the contention that ZPE is Planck amplitude dipole waves in spacetime,
we will start with an equation that gives the intensity I of a wave with amplitude
A at angular frequency ω propagating in a medium with impedance Z.
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I ¼ kA2x2Z ð1Þ

This is a universal equation applicable to waves of any kind provided that the
terms in this equation have compatible units. For example, electromagnetic (EM)
radiation usually has intensity expressed as electric field strength and the impedance
is expressed as the impedance of free space Zo which has units of Ohms Zo � 377X.
These units are not compatible with the units of intensity (watts/m2 = kg/s3) and
frequency (s−1) in Eq. (1). However, Eq. (1) can be used to express the intensity of
sound waves, gravitational waves and the proposed Planck amplitude dipole waves
in spacetime. For waves in spacetime, we would need to designate the impedance
associated with the properties of spacetime. Fortunately Ref. [8] has identified the
impedance of spacetime Zs from gravitational wave equations.

Zs � c3
�
G � 4:04� 1035 kg=s ð2Þ

In order to use Zs ¼ c3
�
G in Eq. (1) it is necessary to express the amplitude A in

compatible units. When impedance is expressed in units of kg/s, the amplitude must
be expressed as dimensionless strain amplitude. For example, if the spatial dis-
placement of spacetime is �Lp, then the strain amplitude (maximum slope) of a
wave with wavelength λ would be A ¼ Lp

�
�k where �k � k=2p ¼ c=x. Similarly, if

the temporal displacement of flat spacetime is �Tp, then the strain amplitude is
A ¼ Tpx. These are equivalent, therefore Planck length and Planck time dis-
placements of spacetime translate into strain amplitudes of: A ¼ Lp

�
�k ¼ Tpx:

It is possible to expand Eq. (1) into several useful equations if we presume that
the fluctuations of spacetime represent strongly interacting energy propagating at
the speed of light (explained later). Such a wave would exert radiation pressure if it
interacted with an object in a way that caused the wave to be transformed in some
way. For example, absorption or emission of a wave propagating at c with power
P exerts a force F ¼ P=c. Combining this with Eq. (1) we obtain Eq. (3) which is
the force exerted by a wave with amplitude A and angular frequency ω propagating
at the speed of light in a medium with impedance Z exerted over area a.
Equation (4) is the energy density U of energy propagating at c and Eq. (5) is the
energy E in a wave propagating at the speed of light filling volume V.

F ¼ kA2x2Za=c ð3Þ

U ¼ kA2x2Z=c ð4Þ

E ¼ kA2x2ZV=c ð5Þ

We will test the concept that ZPE is caused by Planck amplitude fluctuations of
spacetime. We will use Eq. (5) and assume a wave with strain amplitude A ¼ Lp

�
�k

at angular frequency x ¼ �k=c in volume V ¼ k�k3:
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E ¼ kA2x2ZV
c

¼ k
Lp
�k

� �2

x2 c3

G

� �
�k3

c

� �
¼ k�hx ð6Þ

This calculation yields E ¼ k�hx which is the general form of the energy in the
harmonic oscillators of ZPE (E ¼ 1

2�hx). We cannot establish that k ¼ 1=2 for this
equation, but this is merely a plausibility calculation intended to show a connection
between ZPE and the spacetime field filled with Planck amplitude waves in
spacetime. Also if these same substitutions are made into the energy density Eq. (4)
we obtain U ¼ k�hx4

�
c3. Reference [2] shows that this is the equation for the

energy density of ZPE for all frequencies between zero and a cutoff frequency of ω.
If we presume that this cutoff frequency is equal to Planck angular frequency
xp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
c5=�hG

p
then the total energy density of ZPE would be a numerical factor

k times Planck energy density Up ¼ c7
�
�hG2 � 10113 J=m3. This corresponds to the

energy density of ZPE [2]. Also this tremendous energy density implies that the
spacetime field generates a tremendous pressure. This will be discussed later.

Therefore, this is a successful test of the contention that ZPE can be explained
using the starting assumption that the universe is only spacetime. This is also the
first step in converting the starting assumption (the universe is only spacetime) into
equations. Even though the fluctuations only displace spacetime by Planck length
and Planck time, this small displacement is in a medium which has a tremendously
large impedance Zs � c3

�
G � 4:04� 1035 kg=s. The fact that the spacetime field

has impedance means that it has elasticity. In order for a sound wave to propagate
through an acoustic medium, the acoustic medium must be capable of absorbing
energy and returning energy to the sound wave. Similarly, a wave propagating in a
sea of Planck amplitude waves in the spacetime field would slightly compress and
expanding these waves thereby slightly changing the energy of the waves that
create ZPE. This gives spacetime the ability to absorb and return energy to waves.
The spacetime field does not merely have waves, the spacetime field fundamentally
is a sea of Planck amplitude waves. This model of the proposed energetic spacetime
field explains why spacetime is such a stiff medium for gravitational wave propa-
gation and how spacetime achieves the tremendously large impedance of c3

�
G:

We know that virtual particle pairs are continuously being formed in the ener-
getic vacuum and annihilated back into the vacuum. It is not too great a stretch to
assume that these virtual particle pairs are actually another form of spacetime. Real
particles possess quantized angular momentum (spin) while virtual particle pairs
have no total angular momentum. We will test the hypothesis that real particles are
also a form of spacetime which incorporates angular momentum. Next a spacetime
based model of a fundamental particle will be presented. The initial presentation
will not include the underlying reasoning. However, once the characteristics are
established, the proposed spacetime particle model will be subjected to 8 plausi-
bility tests which include a test of energy, angular momentum and the ability to
appear to be a point particle. Therefore, the viability of the particle model will be
determined in the testing phase.
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3 Spacetime Model of a Fundamental Particle

To help explain the proposed model of a spacetime particle, we will first make an
analogy to a superfluid which contains a small amount of angular momentum. For
example, a Bose-Einstein condensate is a superfluid. When angular momentum is
introduced into this condensate, the bulk of the superfluid does not rotate. Instead,
the angular momentum is broken into small rapidly rotating vortices which each
contain �h of quantized angular momentum. These are surrounded by the vast
majority of the superfluid which is not rotating. References [9–11] show pictures of
these rapidly rotating vortices and give a more detailed explanation.

The analogy to a vortex in a superfluid is that a fundamental fermion such as an
electron is proposed to be a rapidly rotating Planck amplitude wave in spacetime
with �h=2 of quantized angular momentum. It is confined and isolated by the sur-
rounding sea of superfluid-like Planck amplitude waves which lack angular
momentum. More specifically, a fundamental fermion with internal energy Ei is
proposed to be a Planck amplitude wave propagating at the speed of light but
circulating within a spherical volume one Compton wavelength kc in circumfer-
ence. The rotating wave does not have a sharp boundary, but for mathematical
analysis, it can be considered to have a radius equal to the reduced Compton
wavelength �kc. Its rotational rate is equal to the Compton angular frequency xc and
its strain amplitude will be designated as As. Equations (7–9) quantify these terms.

xc ¼ Ei=�h ¼ c=�kc ð7Þ

�kc ¼ �hc=Ei ¼ c=xc ¼ �h=mc ð8Þ

As ¼ Lp
�
�kc ¼ Tpxc ð9Þ

The sea of Planck amplitude waves in spacetime are proposed to be the most
perfect superfluid possible. Angular momentum that originated at the Big Bang is
isolated into 1=2�h and �h quantized units. While angular momentum cannot be
destroyed, only specific combinations of wave amplitude and rotational frequency
achieve stability through the interaction with the surrounding spacetime field. These
few amplitudes and frequencies that are stable or semi-stable are the fermions and
bosons of the standard model. They can propagate through the superfluid spacetime
field without energy loss. The previously mentioned 10120 discrepancy in the
energy density of the universe between GR and QM is proposed to be the difference
between the average energy density of fermions and bosons which possess quan-
tized angular momentum and the energy density of the Planck amplitude waves
which lack angular momentum and form the spacetime field.

There is no conflict between these two energy densities. The homogeneous
waves in spacetime which lack angular momentum are responsible for giving
flat spacetime its properties (its physical constants) such as Zs, c, G, �h, eo, etc.
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The fermions with quantized angular momentum represent distortions in the
otherwise homogeneous spacetime field. If we average these distortions over all
space, they represent only about 1 part in 10120 of the average energy density
possessed by the spacetime field. However, a high density of fermions, for example
in a neutron star, can produce a substantial localized excess energy density. The
conditions that create a black hole can be related to producing 100 % modulation of
the properties of the spacetime field at a particular wavelength, amplitude and
frequency. This point will be analyzed later.

The energy density of the homogeneous spacetime field does not create its own
gravity. Instead, gravity is the distortion of this homogeneous field caused by
inhomogeneities in the form of rotating Planck amplitude waves possessing
quantized angular momentum. These distortions of the spacetime field extend far
beyond the particle’s spherical volumes previously described. This external effect
will be discussed later.

In this model, a counter rotating virtual particle pair is two Planck amplitude
waves of the spacetime field which momentarily achieve the amplitude and fre-
quency of a fundamental particle pair. However, there is no quantized angular
momentum. Therefore, the deception lasts for only for a time equal to 1/ωc at which
point the virtual particle pair appears to be annihilated. (1=xc � Dt in the uncer-
tainty principle) The universal spacetime field can appear to be the multiple fields of
the standard model because there are multiple resonances which produce different
types of virtual particle pairs. Currently, field theory considers that each of the
17 fundamental particles of the standard model has its own field [12]. This implies
that the universe has at least 17 overlapping fields. This unappealing concept is
replaced by the more appealing concept of a single spacetime field with multiple
resonances which achieve all the particles, fields and forces.

4 Testing of the Particle Model

4.1 Energy and Angular Momentum Test

The first of the plausibility tests will examine whether this model plausibly achieves
the required energy for a fundamental particle. We will not be attempting to predict
the energy of specific fundamental particles. Instead we will take Eq. (5) and sub-
stitute A ¼ As, x ¼ xc, Z ¼ Zs, and V ¼ k�k3c . The answer obtained with these
substitutions is: E ¼ kEi. In words, the proposed amplitude As, frequency ωc, radius
�kc and impedance Zs generates the correct internal energy Ei of a fundamental particle
if k ¼ 1. For example, an electron has strain amplitude of As � 4:18� 10�23,
a Compton angular frequency of xc � 7:76� 1020 s�1, and a reduced Compton
wavelength of �kc � 3:86� 10�13 m. This is an extremely weak rotating distortion of
spacetime. However, because of the large value of Zs, substituting the electron’s
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values into Eq. (5) achieves the electron’s energy of Ei � 8:19� 10�14 J. For com-
parison, if a point particle model is used, then there is no internal structure that
connects to the electron’s Compton frequency, Compton wavelength or internal
energy. The implied infinite energy density speaks to the inadequacy of the point
particle concept.

Next, we will check if the spacetime particle model can plausibly possess
angular momentum of L ¼ �h=2. If the particle model had all the wave energy
circulating at the speed of light around the circumference like a rotating hoop, then
the particle model would have angular momentum of L ¼ �h. This follows from
L ¼ pr where the rotating hoop model would have p ¼ Ei=c and r ¼ �kc ¼ �hc=Ei.
However, the spacetime model has the energy more uniformly distributed
throughout the internal volume. This lowers the momentum term to p\Ei=c. This
is equivalent to having a moment of inertia more like a rotating disk than a rotating
hoop. The rotation is also somewhat chaotic which also reduces the angular
momentum. The exact energy distribution has not been determined, but there is a
wide range of possibilities that can achieve L ¼ �h=2. In fact, achieving this angular
momentum would become a design criteria in choosing the “correct” energy dis-
tribution. For comparison, a point particle or even a Planck length vibrating string is
physically incompatible with achieving the angular momentum requirement.

At the start of this paper the question was asked: What mechanism enforces
quantized angular momentum on a rotating CO molecule? It is common for physics
professors to explain to their students that a fundamental particle such as an electron
possess “intrinsic angular momentum” or “spin” which is QM phenomena with no
interpretation from classical mechanics. While it is impossible to see any physical
rotation of an electron, molecules possess a quantized physical rotation (quantized
angular momentum) which can be physically proven. In this model, the quantized
angular momentum of a molecule is “enforced” by the fact that the molecule is itself
made of rotating quantum of spacetime energy existing in the sea of the superfluid
spacetime field. Is it not reasonable that fundamental particles also have a physical
rotation? Saying that an electron has “spin” without physical angular momentum is
an admission that the currently accepted models of fermions are inadequate.

For comparison, the spacetime particle model does not just have angular
momentum as an added feature. Instead angular momentum is the central feature
that imparts quantization. Quantized angular momentum is the feature that distin-
guishes fermions and bosons from ZPE which has about 10120 times more energy in
the universe. This proposed model offers a conceptually understandable explanation
of “spin”.

4.2 Curved Spacetime Test

The next test is to see if the spacetime particle model plausibly produces the correct
curvature of spacetime in the surrounding spacetime. According to GR, matter
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causes the surrounding spacetime to have a decrease in the rate of time and an
increase in proper volume relative to Euclidian geometry.

dt
ds

¼ dr
dR

¼ 1� 2Gm
c2R

� �� ��1=2
� 1þ Gm

c2r
ð10Þ

t coordinate time measured on a stationary clock infinitely far from the mass—
effectively zero gravity

τ proper time measured on a local clock in gravity moving along the same world
line as a test particle

r proper radial distance
R circumferential radius—radial coordinate—circumference around a mass

divided by 2π.

Equation (10) is standard for general relativity and will not be explained further.
This is the temporal and spatial curvature of spacetime caused by mass m. The weak
gravity approximation is dt=ds �1þ Gm

�
c2r. In flat spacetime dt=ds ¼ 1, there-

fore the term that expresses the curvature of spacetime is Gm
�
c2r. For a single

fundamental particle at a distance equal to or greater than �kc, this weak gravity
approximation is accurate to better than about 1 part in 1040.

The next plausibility test will be to see if the spacetime particle model can
generate this spacetime curvature. If a fundamental particle is imagined as a point
particle, and if spacetime is visualized as an empty void, then there is no obvious
way that the particle can cause spacetime curvature. However, if the energetic
spacetime field surrounds a rotating spacetime dipole wave which modulates the
rate of time and proper volume, this is a promising combination to achieve
spacetime curvature.

The spacetime field has finite characteristics such as a maximum frequency, a
maximum strain and a maximum energy density. Therefore it follows from these
boundary conditions that spacetime should be a nonlinear medium for wave
propagation. The fundamental particle model (rotating dipole wave) produces a
long range disturbance (standing waves) in the surrounding spacetime field. If the
spacetime field is a nonlinear medium, then waves in spacetime should have both a
linear component and a nonlinear component. The spacetime particle model has a
strain amplitude of As at distance r ¼ �kc. The dynamic strain produced by the
rotating dipole wave in the nonlinear spacetime field typically would be:
Strain ¼ As sinxt þ As sinxtð Þ2. . .. There would also be higher order terms where
As is raised to higher powers. However, since As is typically in the range of 10−20

for known fundamental particles, we will calculate an approximation which ignores
powers higher than the square term. Therefore the dominant linear component is
As sinxt and the much weaker nonlinear component is As sinxtð Þ2. The physical
interpretation of this is that the distortion of the spacetime field produced by the
presence of a spacetime particle (fermion) has a linear component associated with
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the particle’s electric field and a nonlinear component associated with the parti-
cle’s gravitational field. We will first examine the nonlinear (gravitational)
component.

As sinxtð Þ2¼ 1
2
A2
s �

1
2
A2
s sin 2xt ð11Þ

Equation (11) expands, this nonlinear component to reveal a non-oscillating term
A2
s and a term that is oscillating at twice the Compton angular frequency A2

s sin 2xt.
This oscillating component of gravity is essential for the generation of curved
spacetime and is a prediction of this spacetime model of gravity. However, this
oscillating component is not measurable and will not be discussed further.

At this point we are going to pause for a moment and explain that the following
analysis is initially going to be somewhat simplified. It will result in the correct
magnitude of forces, but the implied vector direction of the gravitational force will
initially be wrong. However, this analysis is valuable because it introduces
important correct concepts in a simplified way. Later a revised analysis will be
offered which is based on pressure differences. This will give the same magnitude
of forces but with the correct vector.

We know the linear amplitude (As) and nonlinear amplitude (As
2) at distance

r ¼ �kc measured from the center of the particle. However, how does this nonlinear
amplitude change with distance? Since we are dealing with amplitude, we will
assume the amplitude decreases inversely with distance and it must match the
known amplitude (As

2) at distance r ¼ �kc. To achieve this match, the non-oscillating
distortion of spacetime must scale inversely with the number N of reduced Compton
wavelengths �kc units measured from the center of the particle model. This is said
because N ¼ 1 at r ¼ �kc if we define N � r=�kc:

Combining these factors, the non-oscillating gravitational amplitude should
decrease with 1=N. We can then define a new amplitude associated with the non-
oscillating distortion of spacetime: AG � A2

s

�
N. Next we find the magnitude of AG:

AG ¼ A2
s

N
¼ L2p

�k2c

 !
�kc
r

� �
¼ Gm

c2r
ð12Þ

This is an important success for the spacetime model of particles. When we
evaluate the non-oscillating distortion of spacetime produced by spacetime being a
nonlinear medium, we obtain the weak gravity curvature of spacetime induced by a
single fundamental particle. Since the gravitational effect is extremely weak for any
of the known fundamental particles even at distance �kc, this is virtually exact to an
accuracy better than 1 part in 1040. Finally, it is usually assumed that matter causes
curved spacetime. However, the proposed model implies that waves in spacetime
cause both matter and a non-oscillating strain in spacetime we know as curved
spacetime.
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4.3 Gravitational and Electrostatic Force Test

Next we will calculate the magnitude of the gravitational force between two of the
same spacetime particles, each with energy Ei. For this calculation, we will use
Eq. (3) and make the following substitutions: A ¼ AG ¼ Gm

�
c2r, x ¼ xc ¼ c=�kc,

Z ¼ Zs ¼ c3
�
G, �kc ¼ �hc=Ei ¼ �h=mc a ¼ k�k2c

FG ¼ kA2
Gx

2
cZsa
c

¼ k
Gm
c2r

� �2c2

�k2c

c3

G
�k2c
c
¼ k

Gm2

r2
ð13Þ

Therefore we have successfully obtained the magnitude of the gravitational force
between two of the same particles m1 ¼ m2 if we assume k ¼ 1.

Next we will calculate the magnitude of the force for the linear term (the first
order effect). We know that at distance r ¼ �kc the strain amplitude is As ¼ Lp

�
�kc.

Again we assume that it decreases inversely with distance which implies 1=N
scaling. Combining these we obtain an amplitude that will be designated
AE ¼ kAs

�
N ¼ kLp

�
�kcN. Another substitution that will be used is Planck charge:

qp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4peo�hc

p
:

FE ¼ kA2
Ex

2
cZsa
c

¼ k
Lp
�kcN

� �2c2

�k2c

c3

G
�k2c
c
¼ k

�hc
r2

¼ k
q2p

4peor2
ð14Þ

Therefore when we assume A ¼ AE ¼ kLp
�
�kcN and k = 1, then we obtain the

Coulomb force equation that corresponds to the magnitude of the electrostatic force
between two electrically charged particles which each have Planck charge
q ¼ qp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4peo�hc

p� �
. Planck charge is about 11.7 times larger (a�1=2 times larger)

than elementary charge e. It is not surprising that this calculation would result in the
force generated by Planck charge and not the force generated by elementary charge
e. We are actually calculating the theoretical maximum electrostatic force which
assumes a coupling constant equal to 1. For electrostatic force, Planck charge
corresponds to a coupling constant of 1 whereas elementary charge e is known to
have a coupling constant equal to α, the fine structure constant. The source of α is
unknown. We will accept Planck charge as the more fundamental value of charge
for a comparison of gravitational and electrostatic forces. The symbol FE will
indicate the force between two Planck charge spacetime particles. Later some
equations will be converted to elementary charge e. The symbol Fe will be used to
indicate the force between two elementary charge e spacetime particles.

Previously we assumed the simplified case of two of the same energy particles.
We will next assume two spacetime particles with different energies (energy E1 and
E2). Then there would be two different reduced Compton wavelengths �kc1 and �kc2
which results in a single separation distance r having two different values of
N which will be designated as N1 ¼ r=�kc1 and N2 ¼ r=�kc2. Also there would be two
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different strain amplitudes As1 ¼ Lp
�
�kc1 and As2 ¼ Lp

�
�kc2 as well as a composite

area a ¼ k�kc1�kc2:

FG ¼ k
A2
s1A

2
s2

N1N2

� �
c2

�kc1�kc2

� �
c3

G

� �
�kc1�kc2
c

� �
¼ k

Gm1m2

r2
ð15Þ

FE ¼ k
As1As2

N1N2

� �
c2

�kc1�kc2

� �
c3

G

� �
�kc1�kc2
c

� �
¼ k

q2p
4peor2

ð16Þ

Note that the only difference between the intermediate portion of (15) and (16) is
that the gravitational force Eq. (15) has the strain amplitude terms squared (A2

s1A
2
s2)

and the electrostatic force Eq. (16) has the strain amplitude terms not squared
As1As2ð Þ. The tremendous difference between the gravitational force and the elec-
trostatic force is predominantly due to a difference in exponents. For example, an
electron has strain amplitude of As � 4:18� 10�23. Therefore the vast difference
between the gravitational force and the electrostatic force comes from the difference

in exponents: A2
s

� �2� 10�90 versus A2
s � 10�45. Other factors such as α are rela-

tively unimportant.

4.4 Unification of Forces

The spacetime model of the universe predicted that gravity was a nonlinear effect
that scaled with wave amplitude squared (higher powers ignored) while the elec-
trostatic force scales with wave amplitude to the first power. This is a tangible step
towards the unification of forces. While Eqs. (13–16) show this square exponent
relationship, a search was initiated for equations that would better demonstrate the
predicted difference in exponents between these two forces. This difference in
exponents is most apparent when the force equations are expressed in dimension-
less Planck units and the separation distance is given using N, the number of
reduced Compton wavelengths �kc which corresponds to the number of particle
radius units. When force magnitude is expressed in dimensionless Planck units, this
will be designated with an underline such as: F ¼ F

�
Fp. This represents a ratio

between the specified force F and Planck force Fp ¼ c4
�
G which is the largest

force that spacetime can exert [13]. For example Planck force is the force between
two of the same size black holes as they are about to merge (ignoring a numerical
factor near 1). Similarly, energy in dimensionless Planck units will be E ¼ E

�
Ep

where Planck energy is Ep ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�hc5=G

p
. When a particle’s energy is expressed in

dimensionless Planck units, it is a ratio between the particle’s energy and the largest
energy that a quantized particle can possess. In addition to previously mentioned
substitutions, the following substitutions will be used: m1 ¼ m2, k ¼ 1 and
As ¼ Lp

�
�kc ¼ E

�
Ep ¼ E:
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FG ¼ FG

Fp
¼ kA2

Gx
2
cZsa

cFp
¼ A2

s

N

� �2c2

�k2c

c3

G
�k2c
c
G
c4

¼ E4

N2 ð17Þ

FE ¼ FE

Fp
¼ kA2

Ex
2
cZsa

cFp
¼ As

N

� �2c2

�k2c

c3

G
�k2c
c
G
c4

¼ E2

N2 ð18Þ

Equations (17, 18) can be written as FGN
2 ¼ E4 and FEN

2 ¼ E2 which are
plotted in Fig. 1. This is a log-log graph that uses dimensionless Planck units of
force and energy. To give a sense of the energy scale in dimensionless Planck units,
three familiar energies are designated. These are: Planck energy E ¼ 1, an elec-
tron’s energy E ¼ 4:18� 10�23 and a muon’s energy E ¼ 8:65� 10�21. Planck
energy is the largest energy that a particle with quantized spin can have. If a photon
or fermion had Planck energy, it would form a black hole.

The Y axis is values of the product FN2 which is force in dimensionless Planck
units (either FE or FG) times N2. The equation FEN

2 ¼ E2 assumes both particles
have Planck charge therefore a coupling constant of 1. The close dashed line shows
the force that would be exerted if both particles have charge e rather than charge qp.
This dashed line is a factor of a less than the Planck charge line but on this log-log
graph a factor of 137 is small when the entire Y axis scale covers a factor of 10100.

Figure 1 is best understood with some examples. Since both particles have the
same radius (�kc), we will initially make the assumption that the two particles are
separated by this distance (r ¼ �kc and N ¼ 1 therefore FG ¼ E4 and FE ¼ E2). This
is actually an unrealistic assumption because at this distance quantum mechanics
becomes dominant and the uncertainty in position prevents a precise designation of
position. Also the work done bringing two charged particles this close together
would substantially increase the energy of the two particles and distort the forces.
However, it is possible to assume r ¼ �kc if we think of this as merely an extrapolation
from a longer distance to a distance equal to the radius of the spacetime particle
model. At this important separation distance we obtain the following relationships:

FG ¼ F2
E ð19Þ

FG=FE ¼ FE
�
Fp ð20Þ

Equation (19) is so important that it needs to be restated in words. Assuming two
of the same energy particles with charge q ¼ qp and separated by r ¼ �kc, the
gravitational force equals the square of the electrostatic force when both forces are
in dimensionless Planck units. Also, Eq. (20) states that at this important separation
distance, the ratio of the gravitational force to the electrostatic force equals the ratio
of the electrostatic force to Planck force. This implies that at r ¼ �kc a symmetry
exists between the gravitational force, the electrostatic force and Planck force.

If these forces are assumed to be transferred by the exchange of virtual photons,
gravitons or the geometry of spacetime, then the distance �kc should not be par-
ticularly important and there should be no exponent relationship between the
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gravitational and electrostatic forces. The spacetime particle is stabilized by an
interaction with the surrounding spacetime field. This produces distortions in the
spacetime field which extend into the surrounding spacetime and scale as a function
of �kc. Details of these external distortions have not been discussed before, but they
give rise to curved spacetime, electric/magnetic fields and de Broglie waves all of
which scale with �kc. These are large subjects beyond the scope of this paper.
However, these and all the concepts presented in this paper are explained in greater
detail in the online book titled The Universe Is Only Spacetime [14].

The equation FG ¼ F2
E clearly shows the square relationship between forces at

the specific separation distance of r ¼ �kc for m1 ¼ m2 and q ¼ qp. Equation (21)
below shows that when separation distance is expressed as N multiples of �kc, the
square force relationship exists at arbitrary distance. To bring out this square
relationship, Eq. (21) is written in a way that does not cancel some terms.
Equation (22) is the same as (21) except it is rewritten to expresses the ratio
between forces FG=FE and duplicate terms are canceled.

FG

Fp
N2

� �
¼ FE

Fp
N2

� �2

ð21Þ

FG

FE
¼ FE

Fp
N2 ð22Þ

Fig. 1 Comparison of forces between two hypothetical fundamental particles, each with Planck
charge and the same mass/energy. Underlined symbols FE , FG, and E are in dimensionless Planck
units. The plotted equations relate dimensionless electrostatic force FE and gravitational force FG
to particle energy E and the number N of reduced Compton wavelengths separating particles
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So far the electrostatic force equations have assumed Planck charge as implied
by the symbol FE. Since q2p ¼ e2

�
a, the conversion to the force exerted between

two elementary charges e is: FE ¼ Fe=a. For example, Eq. (22) becomes Eq. (23)
below.

FG

Fe
¼ Fe

Fp

N2

a2
ð23Þ

Equation (23) applies not only to charged leptons such as electrons or muons,
but it can also be used to express the ratio of forces between two of the same
hadrons, each with charge ±e. For hadrons, the reduced Compton wavelength of the
entire hadron is used. For example, the force ratio between two protons at any
distance is FG=Fe � 8:1� 10�37. The right side of the Eq. (23) is also independent
of separation because of offsetting effects of Fe and N2.

Until now the forces have only been between two fundamental particles.
However these forces are additive. Every particle in body A interacts with every
particle in body B. The total of all these individual forces add up to the total
gravitational and electrostatic forces between bodies A and B (still assuming weak
gravity). A goal for the future will be to see if incorporating additional nonlinear
effects achieves the exact equations of GR.

It is often said that gravity was united with the other forces at the start of the Big
Bang when all the particles had Planck energy. Figure 1 shows that indeed the elec-
trostatic and gravitational force graphs intersect (the same magnitude of force) when
particle energy equals Planck energy E ¼ Ep

�
Ep ¼ 1. However, the point of this

graph and analysis is that even today when E 6¼ Ep there is still a unification between
the gravitational and electrostatic forces. For example, the electrostatic force graph
line in Fig. 1 is the square root of the gravitational force graph line. The vast difference
in the magnitudes of these forces comes from a simple difference in exponents. This
relationship was previously unnoticed until the missing assumption (the universe is
only spacetime) was adopted. The existence of these simple relationships provides
support for this assumption and the proposed spacetime particle model.

The previous explanation was simplified. It contained correct components, but
the model implied the continuous emission of waves and a repulsive force. The
more complete explanation takes two chapters in the online companion book [14]
and therefore is beyond the scope of this paper. However, a brief explanation of the
key conceptual points will be given here. The proposed particle model has energy
density which can be calculated using Eq. (4). Energy density U and pressure P

both have units of kg/m2 s. Since the spacetime particle model has energy propa-
gating at the speed of light in a confined volume, the energy density is directly
equated to pressure. For example, an electron has a pressure of about 1024 N/m2

which produces a force of about 0.2 N over the area of �k2c for an electron. An
electron is stable because its amplitude, frequency etc. interact with the surrounding
spacetime field and achieve an offsetting pressure which stabilizes the structure.
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In a gravitational field there is a gradient in the rate of time and proper volume
(curved spacetime). The curved spacetime gradient affects the pressure exerted on
opposite sides of an electron or other spacetime particle. This unequal pressure on
opposite sides of the particle produces a net force. This net force is the gravitational
force with the correct direction and magnitude. Even though gravity appears to be a
force of attraction, it actually results from an imbalance in pressure which is a
repulsive force exerted by the spacetime field.

This explanation involving pressure can be restated in a way that emphasizes the
rotating dipole wave that forms a spacetime particle. The rotation occurs in curved
spacetime which results in a type of modulation which incorporates many of the
elements of the “simplified” explanation previously given.

4.5 Point Particle Test

Perhaps the biggest objection to the spacetime particle model is the fact that the
model implies that fundamental particles have volume and internal structure. High
energy collision experiments [15] seem to imply that an electron cannot be larger
than roughly 10�18 m. Highly relativistic electrons can also probe the internal
structure of a proton which has a radius of about 10−15 m. How can a particle with a
radius larger than 10−13 m probe the internal structure of a proton with a radius of
10−15 m? Is the relatively large size of an electron not conclusive proof that the
spacetime model of fundamental particles must be wrong? To analyze this question
it is necessary to analyze the experiments more carefully. However, first it is
necessary to add one characteristic to the spacetime particle model.

An analogy is going to be made between the communication that takes place
between two entangled photons and the communication that takes place within a
single spacetime particle. The single spacetime particle possesses quantized angular
momentum of �h=2. It is not possible to momentarily interact with less than the
entire quantized angular momentum. The interaction is all or nothing. If the
probability of an interaction results in “nothing”, then the two rotating distortions of
spacetime merely pass through each other and there is no collision. There would be
some electrostatic deflection but there would be no classical collision that would be
expected if both particles were elastic spheres with a radius of 3:86� 10�13 m. If
there is a strong interaction (collision) the quantization implies that the internal
communication within the spacetime particle must be instantaneous—just like the
communication between entangled particles. The “news” of the collision is trans-
ferred instantaneously throughout the volume of the quantized wave and gives it
particle-like properties. This is purely an internal property that allows the distrib-
uted spacetime wave with quantized angular momentum to respond to a pertur-
bation as a single unit. No external information can be communicated faster than the
speed of light because of this property.
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The spacetime particle model is merely a rotating distortion of spacetime
existing in a sea of spacetime waves that lack angular momentum. This is not a
physical object like a vibrating string or a hard sphere with definable dimensions.
The spacetime particle model has zero physical radius if the expectation is an object
other than spacetime. Instead, an electron is essentially a quantum of angular
momentum which produces a rotating distortion of the spacetime field. The
amplitude, frequency, distribution and size of this rotating distortion of spacetime
can change depending on the experiment or boundary conditions. For example,
when an electron is bound to a proton to form a hydrogen atom, the electron loses
energy and experiences different boundary conditions that change its volume and
distribution compared to an isolated electron.

Similarly, colliding electrons also change their characteristics. Suppose that we
imagine two electrons with internal energy of Ei � 0:5MeV colliding with kinetic
energy of Ek � 50GeV. If they do interact (collide) the kinetic energy Ek is
momentarily added to the spacetime particle’s internal energy producing a new total
energy of Ei þ Ek . This would momentarily increase the rotational frequency to
xck ¼ �h Ei þ Ekð Þ and decrease the radius to �kck ¼ �hc= Ei þ Ekð Þ where �kck is the
designation used to indicate the momentary reduced Compton wavelength when the
colliding spacetime particle has absorbed additional energy Ek . For a 50 GeV
collision, this momentarily decreases the radius by a factor of about 100,000 to
�kck � 10�18 m. This increase in energy and decrease in radius maintains the angular
momentum at �h=2. An uncertainty principle calculation for an ultra-relativistic
collision with special relativity c � Ek

�
mc2 has a momentum uncertainty of Dp �

cmc and the uncertainty in position of Dx � 1
2 �hc=Ek � 1

2 �kck. Considering that there
can also be partial overlap of these spacetime particles, it can be seen that the
momentary radius �kck is comparable to the uncertainty of the experiment. The
electron’s radius can never be measured because Dx � �kck. It is a classic case of
the experiment distorting the property being measured and invalidating the
measurement.

The maximum size of an electron has also been estimated by Dehmelt [16, 17]
from a comparison of the theoretical and experimental value of the electron’s
anomalous magnetic dipole moment (electron’s g-factor). The QED theoretical
g-factor calculation assumes the electron has zero radius and this theoretical value
agrees with the experimental value to about 10 significant figures. This virtually
exact agreement between experiment and theory is interpreted as implying that the
electron must have a physical radius smaller than 10−22 m.

However, this reasoning does not apply to the proposed spacetime model of an
electron. This model merely organizes a small part of the chaotic Planck amplitude
waves in spacetime into a rotating quantized unit. The spacetime model of an
electron has spatial and temporal strain with amplitude of As � 4:18� 10�23. To
put this incredibly small strain of spacetime in perspective, the rate of time dif-
ference (distortion) within an electron is so small that two clocks which differed by
this factor would take 50,000 times the age of the universe before they differed by
one second. Similarly, the spatial distortion within an electron is so small that
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expanding space by this factor would enlarge the radius of Jupiter’s orbit by about
the radius of a hydrogen atom. These considerations imply that an electron would
produce a virtually undetectable difference between the experimental and theoret-
ical values of the g-factor.

One final point concerning particle size. The highly successful Dirac equation
[18] also supports this model. The Dirac equation assumes that an electron is
always propagating at the speed of light. The average speed is less than c because
the motion is mathematically characterized as ±c. Erwin Schrodinger interpreted the
Dirac equation. References [19, 20] as implying that a point charge is undergoing
“zitterbewegung” (a trembling motion) at the speed of light. The frequency is equal
to ωc and the distributed volume of the motion can be interpreted as having
dimensions comparable to �kc. Other physicists [21–25] have since proposed vari-
ations of the Schrodinger model, also with dimensions on the order of �kc.

The proposed spacetime particle model satisfies the Dirac equation and has both
similarities and differences compared to the Schrodinger model. The similarity is
that the spacetime wave model has speed of light propagation within a volume with
radius �kc at a frequency of ωc. The difference is that there is no point particle.
Instead a dipole wave in spacetime with quantized angular momentum fills a vol-
ume with radius �kc and undergoes a somewhat chaotic propagation at the speed of
light.

4.6 Inertia Test

Previously, we saw that the spacetime particle model passes the test of having the
correct energy. When we substituted xc, �kc, and As into Eq. (5) we obtained
E ¼ kEi. However, is it fair to assume that merely because we obtained the correct
energy this automatically translates into obtaining the correct inertia (rest mass)? To
examine the origin of inertia, we will start with a thought experiment. Suppose that
there was a hypothetical box with 100 % reflecting internal walls. Any light trapped
in such a box is “confined light”. A freely propagating photon is a massless particle
but what about a confined photon in the 100 % reflecting box? Suppose that the box
initially contains an electron and a positron. Then after some time these two par-
ticles interact and their energy is converted to two confined gamma ray photons.
Would there be any difference in the box’s total inertia when the energy is in the
form of confined particles compared to the same energy in the form of confined
photons? If there is any difference, then this would be a violation of the conser-
vation of momentum. This implies that a “confined photon” acquires inertia that is
indistinguishable from a particle’s inertia even under relativistic conditions.

The mathematical proof that confined light exhibits inertia is available [14] but
the concept is easy to explain. Suppose that two 100 % reflecting mirrors are
aligned to form an optical resonant cavity similar to a laser. It would be possible to
have a specific amount of energy in the form of electromagnetic (EM) radiation
confined between the two reflectors. Now suppose that the two aligned mirrors are
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accelerated in a direction parallel to the cavity’s optical axis. Then we can designate
one mirror as the “front” mirror and one mirror as the “rear” mirror. During the time
that it takes for the light to propagate from the front to rear mirror, the optical cavity
has some change in velocity. The light striking the rear mirror exerts a slightly
larger force on the rear mirror than was exerted on the front mirror. This difference
is due to the different Doppler shifted frequencies at the two mirrors. When this
force difference is calculated, it exactly equals the inertial force that would be
expected for a mass of equal energy. This equivalence extends even to relativistic
conditions. In other words, photons are only massless when they are freely prop-
agating. Confined photons have mass.

The model of a spacetime particle has a Planck amplitude wave propagating at the
speed of light but circulating within a spherical volume one Compton wavelength in
circumference. Even though there are no physical reflectors (other than the sur-
rounding spacetime field), this fermion model meets the criteria of energy propa-
gating at the speed of light but confined to a specific frame of reference. Therefore
accelerating the spacetime model of a fermion with internal energy Ei exhibits the
same inertial force F as accelerating an equal energy of confined photons. The
conservation of momentum requires that there is an exact match between the inertia
of a particle and an equal amount of energy in the form of confined photons.

5 Charge, Electric Fields and Black Holes

So far, it has been shown that adopting the assumption that the universe is only
spacetime gives new insights into particles and forces. However, if the single
building block of everything in the universe is the energetic spacetime field, then
the implication is that all of the effects associated with electrical charge, electric
fields, etc. should also be able to be explained using only the properties of
spacetime. This is a severe test of the starting assumption.

To obtain an insight into the electrical properties of nature, we will express the
electrical potential V (the voltage relative to neutrality) and the electric field E in
dimensionless Planck units because Planck units are fundamentally based on the
properties of spacetime. In both cases we will assume Planck charge qp. Therefore:
VE � qp

�
4peor and EE � qp

�
4peor2. Converting these to dimensionless Planck

units (underlined) we divide by Planck voltage Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c4=4peoG

p � 1027 V and

Planck electric field Ep ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c7=4peo�hG2

p
.

VE ¼ VE

Vp
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4peo�hc

p
4peor

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4peoG
c4

r
¼

ffiffiffiffiffiffi
�hG
c3

r
1
r
¼ Lp

r
ð24Þ

EE ¼ EE

Ep
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4peo�hc

p
4peor2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4peo�hG2

c7

r
¼ �hG

c3r2
¼ L2p

r2
ð25Þ
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What is the physical interpretation of VE ¼ Lp
�
r and EE ¼ L2p

.
r2? First, an

electrical charge only affects the spatial properties of spacetime because there is no
time term in Eqs. (24, 25). Second, only the radial spatial dimension is affected.
Third, the dimensionless ratio Lp

�
r is proposed to represent the slope of a spatial

strain in spacetime. We also know that an electric field is non-reciprocal. A
polarized distortion of spacetime is required since there is a difference when we
proceed from + to − compared to the opposite direction. Spacetime must exhibit
different properties proceeding in opposite directions.

The proposed spacetime based model of an electric field is a polarized (non-
reciprocal) distortion of space such that the one-way distance (time of flight)
between a positive and negative charge would be slightly different proceeding from
+ to − compared to the reverse direction. It is not known which direction is shorter.
However, the round trip distance should be unchanged. Even though there are some
unknowns, we can calculate the magnitude of the effect. To quantify the effect on
spacetime produced by a charge, we will define a proposed new constant, desig-
nated eta (g). This constant converts units of electrical charge (coulomb) into a
polarized strain of space with dimensions of length. This relationship can be
extracted from Eq. (24). The validity of this conversion factor will be determined by
testing. From Eq. (24) we have:

VE ¼ qp
4peor

¼ LpVp

r

qp ¼ LpVp4peor
r

¼ Lp

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4peoc4

G

r

g �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
G

4peoc4

r
¼ Lp

qp
� 8:61� 10�18 m=C ð26Þ

We will first test the conversion of several constants incorporating electrical
charge. These are: elementary charge e, the Coulomb force constant
1=4peo m3 kg=s2 C2

� �
, the magnetic permeability constant lo=4p (kg m/C2), and

the impedance of free space Zo (kg m/s C2). To eliminate 1/C2 requires multiplying
these constants by 1/η2. We will also use: a ¼ e2

�
4peo�hc

e gð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a4peo�hc

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
G

4peoc4

r
¼

ffiffiffiffiffiffiffiffiffi
a�hG
c3

r
¼ ffiffiffi

a
p

Lp units: mð Þ ð27Þ

1
4peo

1
g2

� �
¼ 1

4peo

� �
4peoc4

G

� �
¼ c4

G
¼ Fp units: Nð Þ ð28Þ

lo
4p

1
g2

� �
¼ 1

4peoc2

� �
4peoc4

G

� �
¼ c2

G
units: kg=mð Þ ð29Þ
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Zo
1
g2

� �
¼ 1

eoc

� �
4peoc4

G

� �
¼ 4p

c3

G
¼ 4pZs units: kg=sð Þ ð30Þ

We will perform several tests before commenting. From the above
lo ¼ 4pc2

�
G, eo ¼ G

�
4pc4 and Zo ¼ 4pc3

�
G. When we convert: c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1=eolo
p

and Zo ¼
ffiffiffiffiffiffiffiffiffiffiffi
lo=eo

p
to the equivalent equations substituting the spacetime conver-

sions, the equations are still correct. Also, we will test the conversion by calculating
the force between two electrons (charge e) two different ways. Equation (31) below
uses the standard Coulomb law and Eq. (32) uses the spacetime conversions for
1=4peo and e. They give the same answer.

Fe ¼ e2

4peor2
¼ a�hc

r2
ð31Þ

Fe ¼
FpaL2p
r2

¼ c4

G
a
r2
�hG
c3

¼ a�hc
r2

ð32Þ

In Eq. (28), it is reasonable that the Coulomb force constant 1=4peo should
convert to Planck force c4

�
G. Planck force is the largest force that spacetime can

exert. However, the most important revelation is Eq. (30). The impedance of free
space (Zo ¼ E=H) converts to c3

�
G, the impedance of spacetime obtained from GR

(ignore 4π). Since Zo converts to Zs, this implies that EM radiation experiences the
same impedance as gravitational waves which propagate in the medium of space-
time. The implication is that photons also are waves propagating in the medium of
the spacetime field. Photons are not packets of energy propagating THROUGH the
empty void of spacetime. Photons are waves with quantized angular momentum
propagating IN the medium of the spacetime field.

If EM radiation propagates in the medium of spacetime, does this mean that
spacetime is the new aether? Spacetime does have energy density and c3/G
impedance that permits waves to propagate at the speed of light but there are also
important differences compared to the properties attributed to the aether. First, a
photon possesses angular momentum which is quarantined by the superfluid
spacetime field. This produces quantization of angular momentum. Photons acquire
a particle-like property because quantized angular momentum also affects energy.
Absorption results in a collapse of waves so that the entire angular momentum and
energy are deposited in a single absorbing unit (atom, molecule, etc.). The super-
fluid spacetime field causes “wave-particle duality”.

A second difference between the aether and the spacetime field is that the aether
was presumed to have a frame of reference which should have been detected by the
Michelson-Morley experiment. The spacetime field is strongly interacting dipole
waves propagating at the speed of light. It is not possible to detect motion relative to
this medium. For example, εo, µo and G are properties of the spacetime field and are
unchanged in all frames of reference. Also, suppose that it was possible to do a
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Michelson-Morley experiment using gravitational waves rather than light. Gravita-
tional waves are undeniably propagating in the medium of spacetime and experience
impedance of c3/G. However, gravitational waves are always propagating at the
speed of light, from all frames of reference. A Michelson-Morley experiment using
gravitational waves would be unable to detect motion relative to the spacetime field.
Similarly, if photons are a quantized wave propagating in the spacetime field, they
also would be observed to always propagate at the speed of light. The explanation of
this paradox is that particles, fields and forces are also spacetime and compensate
(Lorentz transformations) to keep the locally measured speed of light constant.

Next we will attempt to quantify the magnitude of the distortion of spacetime
produced by photons to see if it is experimentally measurable. To simplify the
calculation and maximize the effect, we will imagine confining photons in the
smallest possible volume for a given wavelength. Circularly polarized photons can
exist in a cylindrical waveguide that is slightly larger than 1/2 wavelength in
diameter and further confined by two flat mirrors perpendicular to the cylindrical
axis and separated by 1/2 wavelength. This forms the smallest possible vacuum
resonant cavity which we will call “maximum confinement”. The maximum
oscillating electric field strength is at the center of the cavity and the electric field is
zero at all the surfaces. Even though the cavity is 1/2 λ long and 1/2 λ in diameter
with nonuniform electric and magnetic fields, a dimensional analysis plausibility
calculation can make the simplifying assumption that the excitation (stressed
spacetime) is uniform over a volume of �k3, and zero everywhere else. The energy of
n photons is E ¼ n�hx and the energy density in �k3 is U ¼ n�hx

�
�k3 ¼ n�hx4

�
c3.

Combine this with Eq. (4):

U ¼ A2x2Zs
c

¼ n�hx4

c3

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n�hG
c3

� �
x2

c2

� �s
¼

ffiffiffi
n

p
Lp
�k

¼ DL
�k

DL ¼ ffiffiffi
n

p
Lp ð33Þ

The indication is that n coherent circularly polarized photons produce an
oscillating length change of

ffiffiffi
n

p
Lp over a distance of �k if we assume a maximum

confinement cavity. This is another prediction. To analyze this, suppose that we
have a microwave cavity designed to achieve maximum confinement of a reduced
wavelength of �k ¼ 0:1m. The cavity would be slightly larger than 0.314 m in
diameter and the flat reflectors would be separated by 0.314 m. An interferometer
with oppositely propagating beams would attempt to detect a polarized path length
changed caused by the rotating electric field.

Without attempting to describe the experiment in more detail, it is possible to
calculate whether the effect would be large enough to measure. Theoretically it is
physically possible to detect length changes larger than Planck length (*10−35 m)
[3–7]. However, current interferometer technology such as the LIGO experiment
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can currently detect modulated length changes in the range of 10−18 m. Since
Lp � 10�35 m we would have to have n � 1034 photons in the maximum con-

finement cavity to achieve a 10−18 m effect (
ffiffiffiffiffiffiffiffiffi
1034

p
� 10�35 m � 10�18 m). If we

assume a microwave cavity tuned for �k ¼ 0:1m (x ¼ 3� 109 s�1) the energy of
confined microwave photons would have to be about 3 × 109 J. This experiment is
beyond current technology.

However, all is not lost. Suppose that we imagine a thought experiment where it
is possible to increase the number of the confined photons to any desired level. The
spacetime based model of photons predicts that EM radiation should have a
maximum intensity limit for a maximum confinement experiment where spacetime
is simply not able to transmit a higher intensity. This would occur if the intensity
reached the condition which demanded that the spatial displacement of spacetime
(ΔL) equaled the reduced wavelength �k of the EM radiation causing the effect. In
the case of microwave radiation with a reduced wavelength of 0.1 m, this would
occur when DL ¼ �k ¼ 0:1m. This is demanding 100 % modulation of the space-
time volume in the maximum confinement resonant cavity (ignoring numerical
factors near 1).

This theoretical maximum intensity limit will be calculated. The critical number
of photons nc that achieves DL ¼ �k is nc ¼ Ec�k=�hc where the critical energy is
designated Ec.

DL ¼ ffiffiffiffiffi
nc

p
Lp ¼

ffiffiffiffiffiffiffi
Ec�k
�hc

r ffiffiffiffiffiffi
�hG
c3

r
set �k ¼ DL

DL ¼ GEc

c4
¼ Gmc

c2
¼ Rs ð34Þ

Equation (34) gives the classical Schwarzschild radius Rs ¼ Gmc
�
c2 of a black

hole with energy of Ec. It is not necessary to do an experiment! The prediction that
there should be a maximum intensity limit is confirmed by GR because the intensity
which achieves 100 % modulation of spacetime (achieves DL ¼ �k) also forms a
black hole which blocks further transmission of EM radiation. For example,
assuming a reduced wavelength of 0.1 m, it would take about 1068 confined pho-
tons (*1043 J) to achieve DL ¼ �k � 0:1m. This energy in this radius achieves a
black hole with a classical Schwarzschild radius of 0.1 m. For more information
about the spacetime based model of a photon, see a related article titled: Spacetime-
Based Model of EM Radiation [26].

Another hypothetical experiment would use a cubic vacuum capacitor consisting
of two flat and parallel plates, each with dimensions D × D and separated by
distance D. If the voltage on this capacitor is V, then this voltage in dimensionless
Planck units (underlined) would be V ¼ V

�
Vp. A time of flight distance mea-

surement across the capacitor would experience a path length difference of DL
between opposite propagation directions. Using previously stated principles, the
polarized strain equation is: DL ¼ DV. Since Planck voltage is about 1027 volts,
even 106 V would be DL � 10�21D and unmeasurable.
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However, DL ¼ DV also predicts that the properties of spacetime specify a
maximum possible voltage. At Planck voltage V ¼ 1, therefore the distortion is
DL ¼ D. This is 100 % distortion of the volume within the cubic vacuum capacitor.
The spacetime model of charge predicts that it should be impossible to exceed this
voltage. A calculation similar to Eq. (34) shows that any size cubic vacuum
capacitor would form a black hole with radius of Rs = D when the voltage equals
Planck voltage. Therefore this is another prediction of the spacetime-based model
which is verifiable.

6 Summary and Conclusion

This paper attempts to show that it is plausible for the entire universe to be made of
just 4 dimensional spacetime. The key step in this endeavor is that the large energy
density of the vacuum implied by quantum electrodynamics and quantum chro-
modynamics is characterized as a sea of dipole waves in spacetime with spatial
displacement amplitude of �Lp (Planck length) and temporal displacement
amplitude of �Tp (Planck time). These undetectable small amplitude waves exist in
spacetime which is a medium with impedance of Zs ¼ c3

�
G � 4� 1035 kg=s:

Therefore, the spacetime field is pictured as being a sea of these Planck
amplitude waves at all frequencies up to Planck frequency. This achieves a vacuum
energy density of about 10113 J/m3 required to explain zero point energy. These
waves have no angular momentum and would exhibit superfluid properties.
Quantized angular momentum present in spacetime since the Big Bang is proposed
to be isolated by the spacetime field into quantized units of �h=2 which are the
fermions.

A model of a fundamental particle (fermion) has been suggested as a rotating
dipole wave distortion of the spacetime field. This dipole wave in spacetime is
propagating at the speed of light but is confined to a spherical volume one Compton
wavelength in circumference. The rotation frequency is equal to the particle’s
Compton frequency xc and the radius is equal to the reduced Compton wavelength
�kc. An interaction with the surrounding spacetime field stabilizes this rotating wave.

This fermion model has quantifiable structure such as amplitude, frequency,
radius, etc. Therefore it is possible to confirm that this particle model plausibly
exhibits a particle’s energy, angular momentum, inertia and ability to appear to be a
point particle. This proposed model would also create a disturbance in the sur-
rounding spacetime field. The nonlinear portion of the disturbance was shown to
have amplitude corresponding to the weak gravity curvature of spacetime. The
linear portion is proposed to be associated with the particle’s electric field. Also the
magnitude of the gravitational force was derived without making an analogy to
acceleration. The model makes predictions about the electrostatic and gravitational
forces. One prediction is that both forces scale as a fundamental function of �kc.
Equations (17–23) show that dramatic simplifications occur when separation is
expressed as N multiples of �kc. A second prediction is that these forces should be
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related by a simple difference in exponents. Equations (15–21) support this
prediction.

Electric and magnetic fields were also proposed to be a distortion of spacetime.
A charge conversion constant g � Lp

�
qp was derived with units of meter/coulomb.

When this proposed constant is used to convert the Coulomb force constant 1=4peo,
it becomes Planck force c4

�
G. Also, the impedance of free space Zo becomes the

impedance of spacetime Zs = c3/G. The conclusion is that photons experience the
same impedance as gravitational waves and therefore photons are proposed to be
quantized waves propagating in the medium of the spacetime field. Another pre-
diction of this model is that EM radiation produces a physical distortion of
spacetime that would be measurable if the intensity could be made large enough.
The prediction implies that there should be a set of conditions which achieve a
maximum intensity limit. This transmission limit is confirmed because this limit
corresponds to the condition which makes a black hole. Similarly, the spacetime
model predicts that a vacuum capacitor has a maximum possible voltage. This limit
corresponds to the energy density that forms a black hole. All these factors give a
broad base of support for the proposed starting assumption—the universe is only
spacetime.
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A Zero Energy Universe Scenario: From
Unstable Chemical States to Biological
Evolution and Cosmological Order

Erkki J. Brändas

Abstract A Zero-Energy Universe Scenario (ZEUS) is portrayed and its
implications are examined and clarified. The formulation is based on the algebra of
observables, e.g. the momentum-energy and their canonical conjugate partner
space-time. Operators represent them in quantum theory and classical canonical
variables in nonquantum applications. Conjugate operator/variable arrays impart a
united edifice for a zero-energy universe scenario, which corresponds to using a
non-positive definite metric for the manifestation of unstable states as recently
employed in the field of chemical physics. Analogous formulations within a general
complex symmetric setting provide a compelling analogy between Einstein’s theory
of general gravity and Gödel’s first incompleteness theorem. This scenario brings
together up-to-date theories in chemical physics with modern research in biology,
physics, and astronomy. This unification establishes an edifice for the various
arrows of time as well as authenticates Darwin’s Paradigm of Evolution from the
microscopic realm to the cosmological domain.

Keywords Conjugate operators � Quantum-classical dichotomy � Time concepts �
Gravitational interactions � Black holes � Zero energy scenario � Darwinian
evolution � Gödel’s first incompleteness theorem

1 Introduction

Is our universe finite or infinite? Are there multiple copies of our universe? How did
the universe begin and how will it end? Does the world, as we know it, contain both
a physical- and a mental part, and if so, how are they related in the process
of evolution? Interweaved in this conundrum of fundamental problems waits
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corollaries and implications regarding the origin and emergence of life, the evo-
lution of semiotic properties like language, mathematics, music, art, science etc.,
and in general extending the recognition to society, ecology and culture.

In addition to the ontological question about nature as an organisation subor-
dinate to evolution, lie fundamental questions of a microscopic understanding of
Darwinian evolution. For instance, when referring to natural phenomena we include
the physical laws of nature, implying interactions between the constituents of
matter. These interactions become gradually more complex for biological systems
constituting nature’s self-organisation with intrinsic modes of communication
between life forms. The extended notion of communication, containing features like
function, reception, submission, transmission, regulation and adaptation, starts
already on the molecular intra-cell level and develops between cells, cellular
aggregates, amongst protein segments, in 3D arrangements of folding and multi-
subunit complexes, mapping concepts, perceptions and possibly thoughts on the
neurological level in e.g. the teleodynamic development of the human brain.

There are several ways to provide a taxonomy for universes, e.g. observable
universes and beyond, ending up with the Ultimate Ensemble or the mathematical
universe hypothesis of the highest level according to Tegmark [1], or in the so-
called parallel universe classification from branes and strings via Everett’s Many
Worlds interpretation to holographic multiverses, complex computer simulated
multiverses culminating with the ultimate multiverse containing any mathematically
possible universe that is commensurate with the appropriate physical laws, Greene
[2]. While many models predict infinite universes, repeating themselves into par-
allel worlds, others connect with one of the many interpretations of quantum
mechanics. Abstract mathematics defining any conceivable Theory of Everything
(never mind that self-referential authentications seem to rule out the possibility of
ToE’s), will bring together hierarchies of multiverses to the highest category.

It goes beyond the focus of this article to examine the various pros and cons in
support of the various arguments. Suffice it to say that a non-contradictory universe
scenario should account for consistent size boundaries, commensurate with known
quantum-classical physical laws, comprising a realistic evolution package from
beginning to end, where the mental- and the physical parts are ontologically
entangled. This portrayal should have built-in accounts of some of the currently
most inexplicable paradoxes, such as the dark energy enigma responsible for the
puzzling expansion of the universe, the abundance of particles over antiparticles
and the commensuration between evolution, self-organization and the second law.

In advancing ZEUS, the Zero-Energy Universe Scenario,1 we will build on
earlier work on operator arrays of momentum-energy and their space-time conju-
gates to recover Einstein’s law of general relativity. We will focus on the following
questions: the Schwarzschild metric for a non-rotating black hole and extensions to
rotational degrees of freedom (Kerr metric), the arrow of time, the gravitational
matrix formulation and Gödel’s incompleteness theorem. In particular the Paradigm

1 The notion of “zero-energy universe” has been coined before, see note added in proof.

248 E.J. Brändas

elena.bichoutskaia@nottingham.ac.uk



of Evolution comprises teleomatic- and teleonomic physical laws, merging com-
munication and information—from molecules to life forms. This incorporates the
genetic code and higher order semiotics (mathematics, language) affecting the
theory of consciousness and artificial intelligence (AI). In conclusion we integrate
the beginning and end of our Universe with the Paradigm of Evolution.

In passing we will touch upon open problems like fundamental symmetry vio-
lations connected with biomolecular homochirality and the problem of the absolute
nature of the second law.

The article will be arranged as follows. In Sect. 1, the conjugate variables
(operators) are introduced as the most natural and essential forms of Kantian per-
ception. By ordering the units in a two separate, but interrelated matrix arrays, it is
possible to derive Einstein’s laws of special and general relativity, the latter
extended in Sect. 3 to portray a combination of classical and quantum aspects of
gravity including the line element for the Schwarzschild metric and a general
quantum conception of a black hole. In paragraph 4 a novel formulation of the
Gödel paradox related to his celebrated inconsistence theorem, is presented, in
some detail, by using unconventional linear algebra and generalized eigenvalue
theorems for complex symmetric matrices. It is an unexpected surprise that the
mathematical formulation here becomes identical to the complex symmetric result
of Sect. 3.

Employing an essentially identical formulation extended to arbitrary dimensions,
the formalism is applied to condensed matter systems and to complex enough
systems like biological organisations. It is advocated that the paradigm of evolution
adds a teleonomic physical law, which by the definition of the word teleonomic,
imparts processes, which owes it goal-directedness to the influence of an evolved
program, contrasting present end-directed laws of physics, which in this nomen-
clature are automatically endowed and designated as teleomatic, see more below.
Section 5 gives a brief overview of recent extensions to non-Hermitian quantum
mechanics and so-called unstable states of the continuous spectra, of rising use in
contemporary theoretical chemical physics.

Subsequent Sects. 6–10, concern the projection of these states in non-equilibrium
statistical mechanics, to free energy configurations, the correlated dissipative
ensemble and the spatio-temporal mnemonic entity as actors of basic communication
practices from the molecular level to the social and cosmological echelon. In Sect. 11
communications on channel SELF is advanced as an ultra-wide broadband distrib-
uted via Poisson distributed protocols. In the concluding Sect. 12, the physical
description incorporates a quantum theoretical examination of black hole confor-
mations in terms of its mass and angular momentum quantum numbers.

Although some of the ideas listed above, may not be given in full detail or more
or less abridged to near disappearance, there should be a sufficient nexus of ref-
erences where supplementary details can be found. We conclude the account by
referring to the title and the objectives and goals behind the conception of the Zero-
Energy Universe Scenario, ZEUS, and all its ingredients from the micro-, meso-,
macro- and to the highest ranks.
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2 Conjugate Variables and Einstein’s Law
of Special Relativity

Since our efforts concern both material and immaterial organisations, examined at
the very limit of physical theory, our formulation starts at the microscopic level of
atomic and molecular constituents in the grey zone between quantum and classical
readings. It is important to understand that we do not refer to popular developments
in terms of exotic dimensions at unconventional scales, as we do believe that a
solution of the problems indicated above does not originate in any of the popular
superstring theories, Green et al. [3].

Many physicists today are undeniably epistemologists. However, brane and
string scientist seem to have a different ontology in that they consider the vibrating
string to be the particle itself rather than merely dictating the properties of its host
particle. This view may not be commensurate with a quantum theoretic hierarchy of
concepts, i.e. representing nature via accumulation of knowledge through unbiased
and systematic research. Indeed the absolute being of material bodies, obtains self-
referential consequences, provoking further discussions in relation to Gödel’s
incompleteness theorem(s) [4]. In short Gödel’s self-referential account will be the
guide for teleonomic processes, already emerging on the molecular level, intro-
ducing viable communication protocols via Poisson distributed channels, for details
see more below. In contrast modern p-branes, while being spatially extended
strings, originate in mathematical concepts that appear to conflate matter with its
mathematical description, i.e. do not exhibit the proper fabric for a self-referential
examination. We will here advance an ontology that entangles the physical- and the
mental world, while embedding evolution as a template for self-organization and
associated teleodynamical processes.

It is then most natural to begin the formulation by quoting Kant: Space and Time
are the two essential forms of human sensibility. Once space and time are mathe-
matically well defined their conjugate variables follow naturally, i.e. as originally
expressed by Einstein, via the energy, represented as Eop below, and momentum,
~pop, combined in the four-momentum or the energy- momentum tensor. The con-
jugate variables of energy–momentum, time and space are further characterized as
s ¼ Top and~xop below, with �h being Planck’s constant divided by 2π, and ~r being
the nabla operator. Thus we have the following four key operators for our general
exposition

Eop ¼ i�h
@

@t
; ~pop ¼ �i�hr!~x ð2:1Þ

s ¼ Top ¼ �i�h
@

@E
; ~xop ¼ i�hr!~p ð2:2Þ

The operators above do not out of context define any proper physical realizations
as their relevance is acquired from the insertion of appropriate boundary conditions
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commensurate with the physical situations at hand. In general, there is no problem
to define the operators above on an interval �1;þ1ð Þ. Nevertheless we will have
the option to delay our choice of the actual boundary conditions, or representations
in terms of classical canonical variables, until the physical situation is fully
determined.

The modus operandi is achieved as follows. Consider the operator matrix (c is
the velocity of light)

i�h @
@t �i~popc

�i~popc �i�h @
@t

� �
ð2:3Þ

which conforms to a complex symmetric construction, whose determinant,
�h2 @2

@t2 � �h2c2r2, set equal to zero yields a direct link with Maxwell’s equations in

vacuum. Furthermore the eigenvalues, k2 ¼ m2
0 of Eq. (2.3), with the rest mass of

the particle m0 6¼ 0, gives a Klein-Gordon-like equation, i.e.

�E2
0

c2
¼~p2 � E2

c2
ð2:4Þ

where the energy mass relations, E ¼ mc2 and E0 ¼ m0c2, results in the well-
known mass-formula of Einstein’s law of special relativity

m ¼ m0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p ð2:5Þ

with b ¼ t=c ¼ p=mc. Note the generality invoked by the choice to interpret the
entities above as abstract operators. In this way one needs to define the velocity t
properly as the group velocity of the particle/wave, a description that is valid also in
the theory of special relativity.

Repeating the procedure, Eqs. (2.3–2.5) for the conjugate variables/operators
one gets

cs �i~x
�i~x �cs

� �
ð2:6Þ

with the familiar eigentime expression given by

�c2s20 ¼~x2 � c2s2 ð2:7Þ

and x ¼ j~xjð Þ

s ¼ s0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p ; x ¼ x0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p ð2:8Þ
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Consequently Einstein’s law of special relativity is valid irrespective of whether we
represent classical wave propagation, quantum matter waves or classical particles.
Note also that any matrix construction refers to a particular basis and a realization of
a relevant scalar product. Thus one considers the kets

~x; ictj i; ~p; iE=cj i ð2:9Þ

with the scalar product for a free particle given by

h~x;�ictj~p; iE
c

�
¼ 2p�hð Þ�2e

i
�h ~p�~x�Etð Þ ð2:10Þ

Note that ictð Þ�¼ �ict occurs in the bra-position in concert with complex sym-
metry. As already stressed there is no loss of generality as representations include
classical canonical forms with Segrè characteristics larger than one. As an example
we will consider the case of a zero rest-mass particle like the photon. Here E ¼
pc; p ¼ j~pj and thus Eq. (2.3) takes the form

p=c �ip=c
�ip=c �p=c

� �
¼ p=c

1 �i
�i �1

� �
ð2:11Þ

whose classical canonical form is

2p=c
0 1
0 0

� �
ð2:12Þ

This imparts a symmetric form corresponding to a photon that cannot be diag-
onalized at any space-time point. The photon is in transition between its complex
symmetric partners. This indicates a crucial difference between zero- and non-zero
rest-mass particles. The latter becomes a fundamental property when extending the
formulation to the theory of general relativity. Moreover the results, Eqs. (2.5) and
(2.8), imply that the respective eigenvectors portray small combinations of com-
ponents from associated antiparticles as recognized by the superposition from the
dual space. Hence the origin of the Einstein laws, e.g. time dilation and length
contraction, goes beyond the postulates of special relativity providing a direct link
between matter and antimatter. For more on the technicalities involved in the actual
interpretations see Refs. [5, 6].

3 Einstein’s Laws of General Relativity
and the Schwarzschild Gauge

It has been demonstrated that conjugate operator arrays combining classical- and
quantum configurations carry a unified structure of relativity. Direct extension leads
to the modifications below, where l is the gravitational radius, G the gravitational
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constant, m ¼ p=c, M a spherically symmetric (non-rotating) mass, which does not
change sign when m ! �m, i.e.

m 1� j rð Þð Þ �im
�im �m 1� j rð Þð Þ

� �
ð3:1Þ

with

mj rð Þ ¼ ml
r

; l ¼ G �M
c2

ð3:2Þ

In principle one can continue to make a formulation in analogy with the special
theory by solving the corresponding secular equation

k2 ¼ m2ð1� jðrÞÞ2 � p2=c2 ð3:3Þ

with the notation

k� ¼ �m0ð1� jðrÞÞ ð3:4Þ

However, as already stated, we must accommodate the operator algebra con-
sistently by synchronously adapting the space-time background in concert with the
conjugate correspondence. This problem is not entirely trivial since an appropriate
inclusion must tweak the epitome of both zero- and non-zero rest-mass particles. An
apt derivation, in consideration of this difference, yields directly the Schwarzschild
line element, see Refs. [6, 7]

�c2ds2 ¼ �c2ds2ð1� 2jðrÞÞ þ dr2ð1� 2jðrÞÞ�1 ð3:5Þ

from which follows Einstein’s laws of general relativity—the gravitational light
deflection, the time delay, and the red shift—and the perihelion precession of planet
Mercury [7].

Note that Eq. (3.1) cannot be diagonalised if j rð Þ ¼ 1=2. The reason is that the
angular momentum is a constant of motion with the ensuing relation p=c ¼ mj rð Þ.
Hence for j rð Þ 6¼ 1=2 one obtains

m
1� j rð Þð Þ �ij rð Þ
�ij rð Þ � 1� j rð Þð Þ

� �
! m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2j rð Þp

0
0 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2j rð Þp� �
ð3:6Þ

while at j rð Þ ¼ 1=2, i.e. at the Schwartzschild radius r ¼ 2l one obtains a
degeneracy corresponding to a Jordan block of order two, i.e.

1
2
m

1 �i
�i �1

� �
! 0 m

0 0

� �
ð3:7Þ
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The singularity at the Schwarzschild radius befalls a boundary inside which
space and time do no longer exist in the standard sense. Our complex symmetric
framework reveals a black-hole-like structure, displaying precise quantum features.
One recognizes that the present configuration is uncharged due to the particle-
antiparticle superposition instigated by the transformation in Eq. (3.7) above, see
also Refs. [6, 7] for more details. Extensions to rotating black hole-like objects will
be discussed separately in Sect. 12, necessitating the incorporation of the Kerr
metric [8].

Although not explicitly indicated, the present operator array is equipped with an
abstract linear space, spanned by suitably defined vectors and their dual reciprocals,
see e.g. Löwdin [9] for details.

In passing we recognize a significant result regarding the likelihood of any size
limitations to our physical universe. The black-hole object derived above, imparts
that space-time have a finite lower bound given by the Schwarzschild radius. The
authentic space-time property is not defined inside this boundary, which means that
their conjugate partners, energy and momentum, must both be limited at infinity.
This conclusion follows naively from the commutation relationships between con-
jugate variables (operators). In the same way the energy and the momentum will
never evolve arbitrary close to zero and hence,mutatis mutandis, the spatio-temporal
“size” will also be correspondingly limited. This veracity prompts the conception of
a zero-energy universe in that the energy-momentum will be limited with most of its
energy positioned in a black-hole structure around “zero”. We will say more about it
below in connection with self-referential interactions and a reformulation of Gödel’s
theorem(s).

4 Gödel’s Theorem and the Law of Self-Reference

To begin with, it is imperative to know that we do not intend to advise a new
reading of the logical derivation of Gödel’s arguments in connection with the proof
of his first incompleteness theorem. In fact the interpretation of the mathematical
theorem(s) has been manifold as was recently stated by Feferman [10] in his
critique of the utilization of the results of Gödel [4] and Turing [11] in connection
with the positions of Artificial Intelligence, AI: it is hubris to think that by math-
ematics alone we can determine what the human mind can or cannot do. While we
will here argue that communication in biological systems starts already on the basic
level of molecular interactions within and between cellular aggregates, transfer of
information instigates on a built-in structure of mathematics, see e.g. Brändas [12],
we will recognize that Gödel’s paradox exhibits a consistent mathematical for-
mulation within the logical framework of quantum mechanics. Consequently we
will belabour Penrose’s contention [13] that “physical action evoking awareness
cannot be properly simulated computationally” by simply formulating the Gödel
inconsistency theorem as a higher order singularity in linear algebra, i.e. as a Jordan
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block with a Segrè characteristic equal to two (the dimension of the largest block).
The purpose is (i) the insight that a living system cannot decohere or halt the
computation corresponding to the Gödel sentence and (ii) to utilize this validation
to make conclusions about the physical world we live in, extending the description
to complex enough system of biological relevance.

In the molecular dynamics of many energy surfaces, there is the famous non-
crossing rule, when energy curves or surfaces veer very close to each other the
reason being the underlying complex crossings on the second Riemann sheet of the
energy plane. Current interest in these structures as well as the possibility to obtain
crossings on the first sheet, has rapidly developed into a hot topic today, as the
concept of conical intersections has become a major paradigm in non-adiabatic
chemistry, Domcke and Yarkony [14]. The philosophy may physically be a bit
different when imbedding the theory in a non-adiabatic environment, but we are
nevertheless talking about similar mathematical structures.

To belabour the analogy outlined above and setting the stage for a quantum
logical interpretation we will consider a formal system, in which the formulae
represent propositions, studying some simple ideas on propositional logics. We will
not go into technical questions like x-consistency etc., since our purpose is only to
reproduce the formal system satisfying the necessary hypothesis embodying
propositions consisting of so-called well-formed formulas (wffs). We will hence
deliberate on Gödel’s first incompleteness theorem [4], viz. there will always be
statements (wffs) in a consistent system of axioms, listed e.g. as an algorithm,
which are not provable within the system, e.g. truths about natural numbers, or
simply about arithmetic. If the theory, generated by wffs, includes statements of its
own completeness, then it becomes inconsistent; for some recent discussions on the
proof the second theorem, see Feferman [10].

In order to translate the interpretation of a truth-functional propositional calcu-
lus, i.e. assigning to each proposition one or the other of the truth values-symbol by
their usual truth-functional meanings truth or falsity (provable or non-provable in
the formulation of Gödel), we will consider the proposition P and Q ¼ :P (P and
not P). This leads to the following extension of the logical negation, i.e. a truth
table for the pair P and :P. It reads as follows: if P is true and Q is false then the
first row, see the table below, asks whether P is true (yes!) and Q is true (no!),
while the second row asks whether P is false (no!) and Q is false (yes!). Hence the
matrix Eq. (4.1) below becomes “diagonal”, i.e. reads a diagonal “yes” and an off-
diagonal “no”, i.e.

true false

Extended logical negation:
true
false

P Q
P Q

� �
¼ yes no

no yes

� � ð4:1Þ

Converting to a linear algebra vernacular Ln with the probability functions p and
(1 − p)
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truej i falsej i
Ln ¼ htruej

hfalsej
p ð1� pÞ

ð1� pÞ p

� �
ð4:2Þ

one obtains, in the abstract (orthonormal) basis truej i and falsej i,2 the real sym-
metric secular problem corresponding to Ln giving the following “classical”
solutions

k� ¼ p� 1� pð Þ; k1 ¼ 1
k2 ¼ 2p� 1

�
ð4:3Þ

with the eigenfunctions given by

k1; truej i ¼ 1ffiffiffi
2

p truej i þ falsej ið Þ ð4:4Þ

k2; false
�� � ¼ 1ffiffiffi

2
p truej i � falsej ið Þ ð4:5Þ

In this picture the eigenvalue k1 ¼ 1 corresponds to the sum of probabilities, while
k2 ¼ 2p� 1 portrays the difference or the bias as indicated below.

k2 ¼
1; p ¼ 1
0; p ¼ 1

2�1; p ¼ 0

8<
: ð4:6Þ

We can also define it as a positive quantity, i.e. j2p� 1j. For instance by assuming
p� 1=2, then k2 will always remain positive (if not let p ! 1� p).

To express the propositional analogy onto a deeper level, one may carry out the
“Dirac trick”, which essentially corresponds to “taking the square root of the Klein-
Gordon equation”, cf. the ansatz equation (2.3). Rewriting the truth table as

true false

Bias Table:
true
false

P Q
:Q :P

� � ð4:7Þ

assigning a positive signature (+), for P and Q and a negative one (−), for :Q and
:P. Hence the “Bias” matrix B becomes, note that the space corresponding to
Eq. (4.2) is of course different to that of Eqs. (4.8) and (4.8′),

2 In quantum theory the Dirac bra-ket is an abstract set of vectors and dual vectors in a general
mathematical theory, subject to the axioms of linear algebra, i.e. the scalar product bra-ket depends
linearly (antilinearly) on the ket (bra). In the case above the abstract vector space symbolizes a
lower level description that consistently portrays the singularity associated with Gödel’s
proposition.
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B ¼ trueh j
falseh j

truej i falsej i
p ð1� pÞ

�ð1� pÞ �p

� � ð4:8Þ

Note that B may be obtained from a real symmetric matrix by the multiplication
with a non-positive definite metric D with D11 ¼ �D22 ¼ 1 and D12 ¼ D21 ¼ 0.
The secular equation corresponding to B leads to the following solutions

k� ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p� 1

p
ð4:9Þ

and

kþ ¼ k; truej i ¼ c1 truej i þ c2 falsej i ð4:10Þ

k� ¼ �k; false
�� � ¼ �c2 truej i þ c1 falsej i ð4:11Þ

with

c1 ¼
ffiffiffiffiffiffiffiffiffiffiffi
pþ k
2p

s
; c2 ¼ � 1� pð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p pþ kð Þp ; c21 þ c22 ¼ 1 ð4:12Þ

If p� 1=2 then 2p� 1 is positive and the eigenvalues are real. However if p\1=2
then the eigenvalues are purely imaginary and complex conjugate to each other. As
a result the ci’s are complex-valued and the normalization condition in Eq. (4.12)
are not related to probabilities as when the coefficients are real. The construction
Eq. (4.8) is indeed of the same generality as our previous complex symmetric
ansatz, see e.g. Eqs. (2.3) and (3.1). This will indeed be explicit when one studies
the “problematic situation” p = ½, cf. Eq. (4.7) above. Before examining the
singular case p = ½, one notes that rewriting the Bias Chart as

Bias Chart :
true
false

true false
P :P
:Q Q

� � ð4:70Þ

and assigning the : symbol with multiplication with −i, one obtains instead, cf.
Eq. (2.3)

truej i falsej i
B0¼ htruej

hfalsej
p �i 1�pð Þ

�i 1�pð Þ �p

� � ð4:80Þ

which, however, due to its complex symmetric property entails the a similar irre-
ducible state as above at p = ½. In the two cases one obtains for Eq. (4.8)
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B ¼ truej i; falsej ið Þ
1
2

1
2� 1

2 � 1
2

� �
trueh j
falseh j

� �
ð4:13Þ

truej i ¼ 1ffiffiffi
2

p ð truej i � falsej iÞ ð4:14Þ

false
�� � ¼ 1ffiffiffi

2
p ð truej i þ falsej iÞ ð4:15Þ

and for Eq. (4.8′)

B0 ¼ truej i; falsej ið Þ
1
2 �i 12

�i 12 � 1
2

 !
htruej
hfalsej

 !
ð4:130Þ

truej i ¼ 1ffiffiffi
2

p ð truej i � i falsej iÞ ð4:140Þ

false
�� � ¼ 1ffiffiffi

2
p ð truej i þ i falsej iÞ ð4:150Þ

In both cases the Jordan block with Segrè characteristic 2 writes

B ¼ truej i; false
�� �	 
 0 1

0 0

� �
trueh j
false
� ��

� �
¼ truej i false

� �� ð4:16Þ

Thus p = ½ is a singularity, i.e. at this point the matrix B (or B0) cannot be
diagonalised and the bias does not decohere to a classical state truej i or false

�� �
.

Instead one gets a “higher order” situation where the bias “super operator” portrays
a transition as shown in Eq. (4.16). To connect with a traditional representation we
define the classical probability information from the system operators
C� ¼ 1

2 I � B2	 

, with I the identity as before,

1
2

J þ B2	 
 ¼ pJ
1
2

J � B2	 
 ¼ ð1� pÞJ
ð4:17Þ

Although our operator B (or B0) would be related to the square root of k2 ¼
2p� 1 portraying the difference (or the bias) as indicated above, we will, in what
follows denote B (or B0) as the proper bias operator of the present quantum rep-
resentation. Thus the conventional classical—quantum enigma plaguing contem-
porary world-views transcend to the extended “truth tables” or equivalently the
operator matrices, Eq. (2.3) or (2.6). Hence the general problem of interpreting the
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extended logical negation should incorporate classical and quantum features
equivalently.

Summarizing, one finds that the classical contradiction or paradox related to the
Gödel proposition, choosing P ¼ G, where G is Gödel’s famous arithmetical
proposition so constructed that neither G nor :G are provable within the given set
of axioms, is formulated as a well-defined singularity in the extended logical
description presented above. Hence (4.16) tells that simultaneously G is not true
and :G is not false neither G nor :G are false. Nevertheless classical truth-values,
being undecidable, will not reveal any singular behaviour since B2 ¼ 0, while the
canonical vectors in (4.14) or (4.14′) replicates inclusive uncertainty with respect to
the input information.

The classical inconsistency or paradox has been represented by a matrix
degeneracy, reproducing the truth functional proposition calculus by “quantum-
like” states, and allowing the case p = ½ to be expressed as a quantum transition
between truth and falsity. Of course Gödel used the terminology “provable” and
“not provable”, which is vital in the logical proofs, but nonetheless will not
essentially influence our present argument.

Finally one can directly compare (4.8) and (4.13) or (4.8′) and (4.13′) translating
the bias matrix B (or B0) into Eqs. (3.6) and (3.7) displaying a precise relation with
the theory of general gravity, identifying pðrÞ ¼ ð1� jðrÞÞ.3 The self-referential
aspects of the present argument translates into a fundamental law, which will
advance important generalizations to biotic organizations in complex enough sys-
tems giving way to biological order and communication. In particular one notes that
decoherence into a quantum or classical state is impossible due to Gödel’s incon-
sistency theorem, here portraying the paradox as a crossing phenomenon, e.g. as a
genuine bifurcation, authentically prohibiting or code forbidding any state collapse.

5 Non-Hermitian Quantum Mechanics

The scope of this presentation will not permit portrayals of all the microscopically
relevant formulations that can be deduced from the general operator array algebra of
previous sections, see Ref. [15] for more details. Instead we will focus on what is
essential in order to appreciate the consequences of the arguments needed to for-
mulate ZEUS, the Zero-Energy Universe Scenario, as an all-inclusive concept that
in addition incorporates the paradigm of evolution.

As is well known it is usually resolved that the many-body Schrödinger equation
in particular and quantum mechanics in general portray reality to unmatched per-
fection. This anticipation acquiesced Löwdin [16] to establish the foundation of a
new journal, the International Journal of Quantum Chemistry. With the emergence

3 Note that the probability function/operator p in this paragraph should not be confused with the
absolute value of the momentum variable of previous sections.
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of the computer revolution, the field of quantum chemistry prospered, and it is
viewed today as a fundamental area becoming more or less synonymous with the
fields of theoretical chemistry and chemical physics.

Despite these successes there remain many inconsistencies and conundrums
plaguing the fundamental physical formulation. Primas [17] in his thought pro-
voking evaluation of the myth of universal laws brings up ten profound problems
connected with the incapabilities of traditional quantum chemistry promoting the
so-called structural approach. Although many of the puzzles have a metaphysical
flavour, they aim at the deeper meaning of chemistry and a worldview, unus
mundus, which should also incorporate the dimensions of a semiotic analysis. The
present author has reformulated some of the most serious ones in Brändas [6], in
particular the well-known issues of the uni-directedness of time and the associated
irreversibility of the macro-world (e.g. molecular chirality), as well as the elimi-
nation of the law of causality in the microscopic domain. Closely related is also the
inquiry of the absolute nature of the second law, Sklar [18]. These problems have
been reconsidered in the light of recent non-Hermitian quantum mechanics, see
Nicolaides and Brändas [19] and Moiseyev [20] suggesting potential solutions to
the paradox, see also Ref. [6].

Much could be said about the necessity to realize and accomplish a quantum
mechanical extension,4 however it should be enough to briefly explain what we
mean when saying that the Schrödinger equation is extended or continued beyond
Hermitian territory. In the portrayal we refer to the popular analytic dilation tech-
nique for a simple case of a proper potential, V, exhibiting a point spectrum below a
positive continuum.

The method simply amounts to multiplying the space coordinate x with a
complex scale factor g ¼ eih, with h ¼ arg(gÞ for some 0� h\h0, where h0
depends on the potential V, leading to a simple but nontrivial analytic extension of
the spectrum of the differential operator that derives from a standard molecular
Schrödinger equation. A comparison between the spectrum of the Schrödinger
differential operator, before and after scaling, in the simple case where the point
spectrum rP accumulates at a given point, defining the onset of the absolutely
continuous spectrum rC, yields a rotation of the absolutely continuous spectrum
around the accumulation point (threshold) with the angle �2arg(gÞ, originating
from the (dominating) kinetic part of the Hamiltonian being related the second order
differential operator D ¼ r2. The mathematical theorem that provides the bound
states, the continuum and the so-called resonance states, in the sector between the
real axis and its rotated analogue, is due to Balslev and Combes [21]. For rigorous
treatments including also the electromagnetic field, see e.g. resonance studies in

4 This extension rests on a rigorous mathematical theory, i.e. the Balslev-Combes theorem [21],
see also Simon [22], and it is vital to understand and appreciate non-Hermitian quantum mechanics
and its consequences for the dynamics of resonance states embedded in the continuum and their
properties for higher order dynamics.
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connection with Stark Hamiltonians, Hehenberger et al. [23], Brändas and Froelich
[24] and for Floquet Hamiltonians, Howland [25].

Even if we have greatly oversimplified the details of the spectral decomposition,
the dilatation analytic theory covers the whole analytic family of Hamiltonians and
provides important testing grounds for extended investigations of dynamical
quantum chemical systems, which goes beyond traditional approaches of quantum
mechanics, Nicolaides and Brändas [19]. It will be shown below that most of the
quantum mechanical machinery will remain intact in accounting for the “move
into” the complex energy plane, nevertheless allowing for a much more general set
of solutions, usually denoted “unstable states in the continuum”, at the same time
giving rise to a more realistic contractive time evolution. However there is an
important difference, i.e. the traditional use of matrix transformations via unitary
transformations must be generalized to educe complex symmetric similitudes. As a
consequence one might encounter situations where the Hamiltonian matrix cannot
be diagonalised. This is usually considered to be a nightmare in contemporary
numerical analysis, but is here a blessing in disguise, allowing important conceptual
notions and fundamental abstractions.

6 Statistical Mechanics far from Equilibrium—Off-Diagonal
Long-Range Order

Our objective is here to incorporate these so-called “unstable states” in a more
general non-equilibrium quantum statistical framework. Obviously our formulation
must go beyond the Maxwell-Boltzmann distribution and the traditional Fermi-
Dirac or Bose-Einstein statistics. According to Nernst’s theorem, sometimes called
the third law of thermodynamics, a perfect crystal has zero entropy in the limit
when the absolute temperature T ! 0. Slightly generalized we could use a similar
argument for any system with a nondegenerate ground state denoted by a properly
antisymmetrised N-particle (fermionic) wavefunction W. From this follows a
sequence of N-representable reduced fermionic density matrices, see e.g. Löwdin
[26]

CðqÞ x1; x2; . . .xqjx01; x02; . . .x0q
� 

¼ N

q

� �Z
Wðx1; x2; . . .xq; xqþ1; . . .xNÞW�ðx01; x02; . . .x0q; xqþ1; . . .xNÞdxqþ1; . . .dxN

ð6:1Þ
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The matrices above are characterized as N-representable as they derive from a
pure state W, i.e. CðNÞ ¼ Wj i Wh j, with q = N inserted in Eq. (6.1). Since our (crude)
atomic- and molecular Coulomb Hamiltonian involves only two-body interactions,
H ¼PN

k¼1 hk þ
P

k\l hkl, special focus descends on the second order reduced
density matrix Cð2Þ, q = 2 in Eq. (6.1). Finding proper ways to determine variational
techniques for a suitably described Cð2Þ would indeed yield a remarkable simpli-
fication as the total energy of the system simply obtains in terms of the reduced
Hamiltonian H2 ¼ 1

N�1 h1 þ h2ð Þ þ h12, where Tr Af g means the trace over the
operator A,

E ¼ Tr H2C
2� � ð6:2Þ

Unfortunately, the existence of general conditions to guarantee an N-represent-
able form of Cð2Þ, are impractical at present, except in the strongly correlated case to
be discussed below; see the monograph by Coleman and Yukalov [27].

One observes that our N-particle system (if restricted to N electrons) involves
N
2

� �
pairings with the total energy expressed as a sum of the corresponding pair

energies. Equation (6.2), however, entails a reduction to one reduced pair energy,
with the complications, due to the fundamental electronic correlations, now hidden
in a correctly gauged Cð2Þ. A further reduction appears when the system might
condense to M ¼ N=2 bosons (or fermionic pairs), cf. the superfluid or the
superconducting phase, believed to emerge for most systems at sufficiently low
temperatures. The phase is rendered by and explained in terms of Yang’s celebrated
concept of ODLRO,5 Off-Diagonal Long-Range Order [28]. In this particular
representation the density matrix becomes essentially (for proofs see Brändas [6])

Cð2Þ ¼ kL g1j i g1h j þ kS
Xn
k¼2

gkj i gkh j

kL ¼ N
2
� N N � 2ð Þ

n
; kS ¼ N N � 2ð Þ

4nðn� 1Þ

ð6:3Þ

with kL ! N
2 ; kS ! 0; n ! 1. The basis jgi is obtained from a preferred localized

basis of geminals), jhi, i.e. of paired fermions (antisymmetric with respect to
permutation of the fermionic space-spin degree of freedom) and with x ¼ eip=n, i.e.

5 The concept of ODLRO, although developed after the famous Bardeen-Cooper-Schrieffer
theory of super-conductivity, is a formulation with focus on the collective properties of matter at
sufficiently low temperatures. For a material system at zero temperature with a non-degenerate
ground state the entropy is zero. Under specific conditions the system may develop
superconductivity.
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gj i ¼ B hj i

B ¼ 1ffiffiffi
n

p

1 x x2 � xn�1

1 x3 x6 � x3ðn�1Þ

: � � � �
: � � � �
1 x2n�1 x2ð2n�1Þ � xðn�1Þð2n�1Þ

0
BBBBBB@

1
CCCCCCA

ð6:4Þ

There exists a very simple proof of the extreme state formula above, which captures
the importance of the finite dimensional result of Eq. (6.3), see e.g. [6]. The the-
orem, originally derived by Coleman [29], using a rather subtle counting argument
of Sasaki [30], see also the discussion6 in Coleman, Yukalov [27], was mainly
known under the name of an extreme state represented as an Antisymmetrized
Geminal Power. The AGP writes as, g ¼ g1

WðgÞ / g ^ g ^ � � � ^ g ð6:5Þ

i.e. the wavefunction is proportional to the “wedge” product of N/2 pairfunctions
(geminals), with the wedge ^ symbolizing antisymmetric product of paired fer-
mions. Note that g ¼ g1 is both the key element of WðgÞ and an eigenfunction of
Cð2ÞðgÞ.

The simplified proof, which will be briefly given below, entails a quantum
logical argument, whose validity depends on the exact interpretation of Yang’s
ODLRO and the Coleman-Sasaki theorem. Consider the density operator for a
general system of N=2 paired fermions described by the preferred localized basis
hj i of dimension n[N=2 (the basis vector hkj i should not to be confused with the
one body operator h1, the former only occurring under the bra-ket symbols),

Cð2Þ ¼ . ¼
Xn
k;l

hkj i.kl hlh j; Tr .f g ¼ N
2

ð6:6Þ

The matrix element .kk defines the probability p to find the paired fermion
particle at the state k (or site since the basis is localised at the defining sites of the
system) and .kl; k 6¼ l the probability pð1� pÞ for making the transition from site
k to site l. Hence the matrix . is defined as follows

.kk ¼ p; .kl ¼ p 1� pð Þ; k 6¼ l; p ¼ N
2n

ð6:7Þ

6 Regarding reference [30], Coleman makes the following quote in [27]: “This article, which was
based on Sasaki’s Report 77 (1962) Quantum Chemistry Group, Uppsala, was actually submitted
in 1962 but was inadvertently misplaced by the publisher. It was in this paper that, independently
of Yang, Sasaki observed that it is for AGP type functions that the largest possible eigenvalues of
the 2-matrix occur.”
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Solving for the eigenvalues and eigenfunctions of C or . in (6.6) gives

Cð2Þ ¼ . ¼ kL g1j i g1h j þ kS
Xn
k;l¼1

hkj iðdkl � 1
n
Þ hlh j ð6:8Þ

with one nondegenerate eigenvalue kL and an (n − 1)-degenerate eigenvalue kS, i.e.

kL ¼ np� n� 1ð Þp2; kS ¼ p2 ð6:9Þ

A slightly more detailed analysis would trivially yield the result in Eq. (6.3), but
the present calculation will be as accurate for large N and n.

Applying the transformation (6.4) and noting that kL ! N
2 ; kS ! 0; as n ! 1,

one concludes that (6.3) and (6.8) are in fact fundamentally identical, i.e. Cð2Þ ¼ ..
A closer analysis reveals that an exact identification with Coleman’s extreme state,
the precursor for Yang’s ODLRO, can be made explicitly via the present argument,
Brändas and Chatzidimitriou-Dreismann [31].

In summary we have obtained without explicit derivations, a second order
reduced density matrix for an N-particle fermionic (M = N/2 quasi-bosonic) system
derived from CðNÞðgÞ ¼ jWðgÞihWðgÞj, yielding an N-representable representation
for Cð2ÞðgÞ according to (6.3–6.9). Since we are describing the system exhibiting a
nondegenerate ground state at the temperature T ¼ 0 there is no loss of information
and the entropy equals zero. In order to rigorously incorporate the temperature, the
corresponding thermalization requires the extension of the quantum dynamical
framework accounting for the structures of the previously specified “unstable states
in the continuum”. In this context we will appreciate the importance of the trans-
formation Eq. (6.4) and its subsequent remarkable properties, see e.g. Ref. [6] for
more details.

7 TheLiouvilleEquation and thePrigogineEnergyOperator

While proceeding on the plan laid out in the introduction, one notes that our present
ansatz is general enough to incorporate, not only usual applications in chemical
physics, but also more specialised portraits, like superconductivity, superfluidity
and analogous spatio-temporal configurations. Our specific aim is to demonstrate
how the present density matrix formalism, in concert with the generalized non-
Hermitian extension, see Sect. 5, permits a more realistic time conception yielding a
microscopic reading of self-organizational traits as they emerge in the formulation
of the paradigm of evolution.

In order to examine the dynamical condition that relates to the appropriate
density matrix ., it is convenient to turn to the Liouville equation
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¼ L. ð7:1Þ

where the definition of the Liouvillian, as usual, is based on the Hamiltonian
H describing the system of atomic and molecular configurations under investiga-
tion, i.e.

L. ¼ H.� .Hy ð7:2Þ

The insertion of Hy above guarantees that the non-Hermitian extension yields
complex eigenvalues with the proper sign of their imaginary parts.

Although Eq. (7.1) is formally equivalent to the Schrödinger equation, the
Liouville equation allows a more general representation, i.e. it directly renders
quantum transitions, portraying also ensemble-representable situations, not to
mention the possibility to mimic both quantum and classical systems with a
common algebra. The formulation prompts higher-level interpretations in terms of
super-operators defined on a super-operator space of operators, i.e. density matrices,
the latter defined on a carrier space of preferred basis vectors. In principle, standard
linear algebra, (super-) propagators and (super-) resolvents and their transforms
follow analogous patterns as the description outlined in the previous sections, see
e.g. Prigogine [32], Obcemea and Brändas [33], Löwdin [9]. The objectives of our
undertaking is to build hierarchies of complex structures, e.g. defining a suitable
carrier space of quantum states from which an appropriate operator space yields the
input for the Liouville dynamics on a higher level of complexity with the notion of
cellular and neural organization in focus.

As a starting point we begin with the conceptual object of a non-degenerate
ground state of our molecular system, i.e. Cð2Þ of Eqs. (6.3) and (6.6–6.9). There are
two interconnecting problems facing the development: (i) the thermal bath sur-
rounding the system and (ii) the mixed dynamics of light fermionic carriers and the
heavier nuclear skeleton. Let us first discuss the issues associated with the nuclear-
electronic correlations. As has been mentioned in earlier work [12, 34], it is nec-
essary to go beyond the Born-Oppenheimer approximation. One approach would be
to view the dynamical interaction as a scattering experiment, which will be
described in more detail below. Another way out would be to work with density
matrices, where, for the light fermionic portion, the nuclear degrees of freedom are
traced out, and vice versa for the nuclear problem. In both pictures there is a
mirroring relation between the two entangled subsystems consisting of (I) the light
fermion carriers and (II) the nuclear skeleton, see Löwdin [9] and Brändas and
Hessmo [34].

The theorem says that the mapping of the system (I) to (II) followed by a
mapping back to (I) and the mapping with (I) and (II) interchanged have the same
nonvanishing eigenvalues and can be brought to the same classical canonical forms.
In principle this defines the mapping between the carrier system and the nuclear

A Zero Energy Universe Scenario: From Unstable Chemical … 265

elena.bichoutskaia@nottingham.ac.uk



frame and imparts mirroring relations7 as the total system (I + II) is subject to
endogenous perturbations. Thus we can use our preferred basis jhi in two ways:
first identifying h~rjhki ¼ hk ~rð Þ ¼ f ð~r �~rkÞ, with~r essentially being the coordinate
for the center of mass of the fermionic pair and~rk the coordinate for the nucleus k,
with f being a function localized at the origin. One can hence, mutatis mutandis use
the Dirac ket j~rki to denote the nuclear degree of freedom at site k. As a metaphor
one might denote system (II) as a device or target for measurements on the
structure, organization, assembly or arrangement, i.e. the system (I). The obvious
objection that the two mappings may have different dimensions is naturally
resolved by the realization the difference corresponds to the appropriate number of
zero eigenvalues of the larger dimensional mapping.

With the aforementioned link between (i) and (ii) in mind, we will address the
query related to the description of the molecular system in their thermal environ-
ment. By redefining the Liouvillian, the commutator with H, we introduce the
corresponding anticommutator

LB. ¼ 1
2

H.þ .Hð Þ ð7:3Þ

where the Prigogine energy superoperator LB is subject to the Bloch equation
(b ¼ 1

kT)

� @.
@b

¼ LB. ð7:4Þ

where k is Boltzmann’s constant and T the absolute temperature. Since Eq. (7.3)
includes the addition in contrast to the minus sign in Eq. (7.2), the density matrix
during analytic continuation needs to be represented as a complex symmetric form,
i.e. �j i �h j ! �j i ��h j, signifying a complex conjugate in the bra-position. In particular
for the density matrix given by Eqs. (6.7–6.9) one obtains directly the thermalized
solution for an open system (note that, as an example, system I is open with respect
to its coupling to system II and vice versa) at temperature T, defining the total
energy to be zero, the arbitrarily chosen zero energy level,

e�bLB. ¼ kL
Xn
k;l¼1

hkj ieib12ð�kþ�lÞ hlh j þ kS
Xn
k;l¼1

hkj ieib12 �kþ�lð Þðdkl � 1
n
Þ hlh j ð7:5Þ

The derivation rests on the assumptions that the basis functions can be chosen
real without restrictions and that the energy relations straightforwardly follow from

7 The classical mirror theorem as reformulated by Löwdin [9] is a much underrated and underused
idea. It affects the measurement dilemma through the precise quantum mechanical relations
between the system and the gauging device before decoherence. Here it opens a possibility to go
beyond the rigidity of the Born-Oppenheimer approximation. For an account of some novel trends
in theoretical and experimental quantum phenomena, see Karlsson and Brändas [35].
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the partitioning of the exact dynamics [12]. Using the model of nuclei as vibrating
oscillators, we can use the partitioning technique to estimate the complex energy of
each oscillator dressed by the correlations from the other ones and from the envi-
ronment. Hence one obtains for each oscillator (remember the mirror relation
between hkj i and ~rkj i and the reciprocal relationship between the energy width ek
and the life time sk)

zk ¼ Ek � i�k ¼ �i�k ¼ �i�h=2sk ð7:6Þ

where we have used the fact that the thermal excitations push the free energy just
above the threshold (here assigned as the zero energy level) deducing that Ek ¼ 0.

The unusual properties of the solution, Eq. (7.5), will be further explored in
connection with a derivation of the boundary conditions for the representation of a
free energy principle and the associated Correlated Dissipative Ensemble, CDE. It
will be demonstrated that CDE, by integration of an irreducible unification of
fundamental quantum-thermal correlations exhibits a microscopic law of self-
organisation.

8 Free Energy Configurations and the Correlated
Dissipative Ensemble, CDE

We will demonstrate the importance of the Free Energy Configuration above by
briefly returning to the problem related to the inconsistent practice of employing he
Born-Oppenheimer approximation, i.e. essentially treating the nuclei adiabatically.
From the mirror theorem we will adopt a simple scattering model involving the
electron carriers and the oscillating nuclei. At the same time we have learned from
previous derivations of the representable and the quantum thermalized density matrix
that merged quantum-thermal correlations might display strong off-diagonal order.

We will establish this point by considering our open structure as an elementary
set-up for a scattering experiment. We will imagine our system (I), comprising
n bosonic or paired fermionic degrees of freedom being “scattered” or correlated
with system (II), the nuclear part, on a process relaxation timescale given by srel,
which in general should be much larger than the thermal timescale. Note that the
system (I) is dissipative, i.e. it exchanges energy and/or entropy with its environ-
ment here system (II).

In principle the system may consist of fundamental building blocks that are
primarily correlated in a complex biological system. One may e.g. describe scat-
tering-like changes of nucleotide base pairs inside the DNA helical order of the
gene, or polypeptide foldings translated into a linear chain of amino acids pro-
ducing a well-defined three-dimensional structure in the cell, intrinsic genome-wide
organisations of nucleosomes, extending the study all the way up from the chro-
mosome to the whole cell, or to the collection of certain aggregations of cells
belonging to a particular hierarchical position in the organism assigned to build
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specific material structures and to foster communication channels for the spinal
cord, the central nervous system.

We complete the model by defining the “incoming beam” of the light carriers
arriving on an area or region occupied by the correlated nuclei, corresponding to a
spherically averaged total cross section, rtot, being consistent with the physical
parameters of the model. The outcome of the process is defined so that on average
one will detect one particle degree of freedom in the differential solid-angle element
dX during the timescale scorr / slim here given by Heisenberg’s uncertainty relation
(scorr � 2:46	 10�14 s at 310 K)

scorr ¼ �h
kT

ð8:1Þ

Note that the purpose is to find consistent relations between the temperature, the
size of the dissipative structure, their various inherent timescales, reaction rates etc.,
and to use this information as input for our generalized quantum statistical analysis.
With these ingredients we obtain via the application of conventional scattering
theory that the incident flux, Ninc of the number of particles/degrees of freedom per
unit area and time obtains as

Ninc ¼ n
rtotsrel

ð8:2Þ

Furthermore, since number NsdX of particles scattered into dX per unit time is

rXdX ¼ NsdX ¼ dX
scorr

¼ kT
�h
dX ð8:3Þ

one obtains for the total cross section

rtot ¼
Z

rXdX ¼
Z

Ns

Ninc
dX ð8:4Þ

from which one gets the following relation between our physical parameters of the
model

n ¼ 4pkT
�h

srel ð8:5Þ

Organizing the correlated cluster of harmonic oscillators with the energies el ¼
�hs�1

l with the (smallest) energy difference between the equidistant harmonic
oscillator levels being �hs�1

rel displaying a spectrum from the zero-point energy to
�hs�1

lim. The quantized oscillators are in a sense reminiscent of Planck’s law.
Straightforward examination of the situation reveals (the proportionality factor 4π
between slim and scorr essentially corresponds to a an integral over solid angle)
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srel ¼ l� 1ð Þsl ¼ s2 ¼ nslim ¼ 4pnscorr; l ¼ 2; 3. . .n ð8:6Þ

From Eqs. (7.6), (8.5–8.7) one gets

b�l ¼ 2p l� 1ð Þ
n

ð8:7Þ

which inserted into Eq. (7.5) yields, CT ¼ e�bLB. = .T

CT ¼ .T ¼ kL
Xn
k;l¼1

hkj ieipnðkþl�2Þ hlh j þ kS
Xn
k;l¼1

hkj ieipnðkþl�2Þðdkl � 1
n
Þ hlh j ð8:8Þ

The result (8.8) may not appear very exciting unless one carries out the trans-
formation B�1; i.e. introduce the new basis hj iB�1 ¼ fj i the outcome becoming

CT ¼ .T ¼ kLJ ðn�1Þ þ kSJ ð8:9Þ

with J being the nilpotent operator defined by J ðnÞ ¼ 0; J ðn�1Þ 6¼ 0 signifying the
quantum transitions below

J ¼
Xn�1

k¼1

fkj i fkþ1h j ð8:10Þ

Incidentally the matrix representation of J is an n-dimensional matrix with
one’s above the diagonal and the remaining elements equal to zero. The largest
dimension of the so defined Jordan block is called the Segrè characteristic of the
degenerate eigenvalue. This thermalized configuration has previously been desig-
nated a coherent-dissipative structure [31, 36]. However, in order to signify its
thermal characteristics and relevance for free energy principles, see below, we will
denote Eqs. (8.8–8.10) as the Correlated Dissipative Ensemble, CDE. At the same
time the energy given by Eq. (6.2) over the CDE defines a correlated free energy
configuration being a authentic proxy of the (Helmholtz) free energy, here signified
as zero energy gauge.

The result above is of crucial importance implying thatCðNÞ ¼ jW gð ÞihWðgÞj; after
reduction, analytic continuation and thermalization yields CðNÞ

T ¼ jWðf ÞihWðf �Þj,
f ¼ f1 and with W fð Þ and W f �ð Þ orthogonal to each other as imparted by Eqs. (8.8–
8.10). We will use this result in two ways, (a) to develop relevant building blocks for
biological systems and (b) to use the properties of the transformation B in (6.4) as a
means for communication between entities on the molecular level. Once it is realized
that communication is ascertained between molecules and cells, this will extend to
higher order levels of semiotic interactions and communications.
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9 The CDE as a Spatio-Temporal Mnemonic
Configuration, STEM

Returning to the general issue portrayed in the introduction, we will use the Cor-
related Dissipative Ensemble, CDE, to examine complex enough examples8 from
the biological field. As a background for this undertaking we remind the reader of
the important work of the leading evolutionary biologist of the twentieth century,
Ernst Mayr. In particular we revisit his concept of so-called biological teleonomic
processes, i.e. those influenced upon by an evolved program, cf. the genetic code,
Mayr [37, 38]. To do so we will reconnect with our main result of the previous
sections, i.e. the correlated free energy configuration, Eqs. (8.8–8.10).

In passing we note that the present result leads to a mathematical generalization
of the self-referential argument given in Sect. 4. While the translation of Gödel’s
paradox into a Jordan matrix of dimension two (the Segrè characteristic equals 2),
the dissipative structure of Eq. (8.9) contains an n-dimensional Jordan block, i.e.
with the Segrè characteristic equal to n. Although the situations between the two
scenarios are vastly different, we will demonstrate that such an analogy imparts
fundamental consequences for the (teleo-)dynamics of the dissipative system, cf.
the analogy between Gödel’s self-referential argument, translated to unconventional
algebraic form, and its identical gravitational formulation in terms of conjugate
physical observables.

For instance, in our portrayal of a complex enough biological system, the pre-
ferred basis h may represent important sites in the cell, reflecting the mirror-
structure between the light fermion-carriers and the nuclear dynamics, the latter
referring to the molecular double-proton tunnelling motion, see e.g. Löwdin [39] for
a simple illustrative account, of the various base pairs, adenine-thymine, AT, and
guanine-cytosine GT (and uracil instead of thymine in RNA).

In order to continue the build-up of a biological organisation, in terms of the
dissipative units just defined, we will characterize the cell Ci, as derived from the
molecular motion associated with the M base pairs, rewriting Eqs. (8.8–8.10) and
utilizing Eq. (6.9)

. ¼ Ci ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ q2

p q f i1
�� � f in
� ��þ 1

ðn� 1Þ
Xn�1

k¼1

f ik
�� � f ikþ1

� ��( )
ð9:1Þ

Tr ..y
n o

¼ 1; q ¼ p=ð1� pÞ ð9:2Þ

For e.g. n = 2M = N; one obtains that p = 1/2, and hence q ¼ 1. This choice is
commensurate with a given selection of M base pairs, noting that we have in each

8 “Complex enough” is an unprecise statement that is prompted by the need to go from teleomatic
to teleonomic processes. For more on the rules of evolving organization processes, see note added
in proof.
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particular entry in the string the choice between two pairs, AT (AG in RNA) and
GT. Note also that this version prompts information capacities in bits, but because
of the reduced density matrix formalism the formulation exhibits quantum
mechanical linearity (linear in an n-dimensional space) in contrast to the full

number of possible configurations being
n
M

� �
. In general q will always be a

natural number if n is a multiple of M. If considering the genetic alphabet, e.g.
having four possible letters, this implies p ¼ 1=4 and q ¼ 3.

Recapitulating, the basis f obtains from the transformation h ¼ fB, where
B becomes the crucial bearer of “phonon induced” channel information according
to Eq. (6.4). Remember also that g ¼ hB simultaneously transforms the original
second order reduced density matrix of the total system at temperature T = 0 to
canonical (diagonal) form, while simultaneously bringing the thermally excited,
quantum correlated system to the (non-diagonal) classical canonical form.

Before analysing the time evolution and the statistical properties of the base pair
organisation, given by Eqs. (9.1 and 9.2), we will emphasize two things: (i) the
requisite reference to non-hermitian extension of quantum mechanics allows
physically meaningful solutions in the complex energy plane (the “unphysical
Riemann sheet”) with broken time reversal symmetry and including fundamental
resonance structures, (ii) the irreducible merger of quantum- and thermal corre-
lations produces a dissipative free energy configuration, which converts the pure
density matrix at absolute temperature zero, into a quantum-thermally correlated
transition matrix with precise spatio-temporal properties. The conditions
Eqs. (8.5–8.7) define the relations between the number of degrees of freedom, the
temperature and relevant timescales of the system; hence we speak of a spatio-
temporal structure. The precise adjustment or fine-tuning regulates the develop-
ments inside the cell and builds up the teleonomic character of the cell in its
hierarchical order of the living organism.

A living system (in vivo) is, in contrast to a normal probabilistically determined
physical system (ex vivo), a confined dissipative self-organising structure, char-
acterized by (a) its (dissipative) coupling to the environment, (b) its metabolic
processes, including microscopic self-organisation (anabolism fuelled by catabo-
lism) (c) the genetic function, and finally (d) homeostasis for appropriate spatio-
temporal regulation. Obviously, our representation, Eq. (9.1), by exchanging
energy and entropy with the environment, will automatically satisfy (a) and (b). It
has been shown, see Refs. [40, 41] that the Correlated Dissipative Ensemble (CDE),
defined in Sect. 8, will evolve teleodynamically. Furthermore, as will demonstrated
below, see also Ref. [12], this property imparts protocols for communication as a
genetic functionality (and beyond) satisfying also points (c) and (d) including an
important temporal quality, i.e. with its regulative decoherence into classical states
(also quantum states) being forbidden by the code protection protocol of the irre-
ducible Jordan block structure.

As cases of confined living systems, we may list genes, chromosomes, cells, the
spinal cord, the brain etc. In the past these features have led to the notion of either
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coherent-dissipative structures or a spatio-temporal breathing edifice, cf. the fla-
gellar movement in cytochemistry or gamma waves in the brain, commensurate
with estimates resulting from the present configurations. Since the non-material
spatio-temporal structure to be presented in more detail below, will remind of the
steps regulated by enzymatic pathways as the response to changes in the cell’s
environment or signals from other cells, the semiotic character of the cell above
motivates the name STEM or Spatio-TEmporal Mnemonic entity.

Thus defining a “cell basis” of the STEM units, Eq. (9.1), we will build a higher
order Liouville super operator structure based on the propagator/generator P. Note
that we can form in analogy with h; g; f of Sects. 6 and 7, the corresponding cell
basis H;G;F subject to the same fundamental transformation (where n maybe
different to the one in (6.4), yet might be related, and x ¼ eip=n, see more below)

Gj i ¼ B Hj i ð9:3Þ

The probability argument, cf. the discussion leading up to Eqs. (6.6–6.9), can

now be augmented, appropriately modified with I ¼ Pn
k¼1

Fkj i Fkh j to define the

propagator P, see e.g. Refs. [40, 41] for details

P ¼ x0s� ið ÞI þ J ð9:4Þ

with x0 the thermal frequency, s ¼ srel the average lifetime of the cell and scorr the
short timescale, here essentially equal to slim of the thermal molecular motion. Note
the fundamental difference in the higher level description, Eq. (9.4) and the ther-
malization derived on the lower one from Eq. (7.4), with each thermally excited
nuclear oscillation, coupled to the environment (of the other degrees of freedom of
the system), yielding the threshold zero energy and the appropriate width. The
Liouville configuration imparts the thermal frequency x0 and correlation time
scorr ¼ �h=kT from the interaction with the environment consisting of other cells.
Hence the build-up of (9.4) is straightforward, including the appearance of the non-
conventional operator J , see e.g. the analogy with Eq. (8.10).

J ¼
Xn�1

k¼1

Fkj i Fkþ1h j ð9:5Þ

The n-dimensional Jordan block J appears in analogy with our previous dis-
cussion, resulting in prolonged timescales of multiples of s. Hence with the
dimension n of J in resonance (or equal for simplicity) with the dimension
appearing in Eqs. (6.6–6.9) and (8.5–8.10), important information and associated
communication will be transcended from the molecular- to the cellular level. The
scaling-up from the intra-cell degrees of freedom to the inter-cell ones provides the
verification of J above. Consequently, there must be a resonating relation between

272 E.J. Brändas

elena.bichoutskaia@nottingham.ac.uk



the inside degrees of freedom of the cell and its higher order structure in the
hierarchy of the cell organisation.

Expressing the propagator in dimensionless units, we obtain a cellular Q-value,
defined via

Q ¼ x0s ð9:6Þ

Here we may easily determine Q as follows. From Eq. (8.5) one finds, with s ¼ srel,

n ¼ 4pkT
�h

srel ¼ 4p
srel
slim

/ Q ð9:7Þ

and provided we have defined s as the average lifetime for the cell Ci, we can divide
out the integration over the solid angles and obtain the result

Q ¼ n ð9:8Þ

Equation (9.8) contains an especially valuable piece of information. The Q-value
of the cell reveals not only the dimension n of the transformation B, see e.g. (6.4)
but also a more subtle property. Due to the factorizing nature of the transformation
and the ensuing cyclic properties of the column vectors, the Q-value in effect calls
for an encoding incorporating simultaneously the molecular, the super-molecular,
and the cellular levels.

10 The Poisson Distribution and its Implication for STEM

As is well-known, the Poissonian distribution is to be found in many situations
related to counting, from e.g. radioactivity via mutations in biology to telecom-
munications between human agents. Our aim will be to derive this law as a general
property of a teleodynamically evolved universe.

Alongside this association it is natural to replace the spatial analysis in terms of
the localization argument that led to the derivation of the density matrix, Eq. (6.8),
and after thermalization to the dissipative ensemble, Eq. (8.9), with temporal
inquiries related to “phone calls” or communications between e.g. molecular and
cellular entities. In analogy with considerations providing the transformation B and
constituting a platform for the genetic code, it is imperative to recognize that the
off-diagonal correlations between the cells, while analogously providing justifica-
tion for the correlations (9.5), should be commensurate with the cell’s Q-value.

Within the stipulated time-direction (the time reversal symmetry is broken) and
the appropriate time scales of the setup, the causal propagator GðtÞ and the resolvent
GRðzÞ defined by

A Zero Energy Universe Scenario: From Unstable Chemical … 273

elena.bichoutskaia@nottingham.ac.uk



G tð Þ ¼ e�iP t
s; GR xsð Þ ¼ xsI � Pð Þ�1 ð10:1Þ

yield directly inserting the Liouvillian, Eq. (9.4),

e�iP t
s ¼ e�ix0te�

t
s

Xn�1

k¼0

�it
s

� �k 1
k!
J k ð10:2Þ

xsI � Pð Þ�1 ¼
Xn
k¼1

x� x0ð Þsþ i½ 
�kJ ðk�1Þ ð10:3Þ

From the degenerate situation with Fk tð Þ ¼ e�ix0te�
t
sFk 0ð Þ one finds for the rth

power of t (note that only F1 is an eigenfunction of P while the remaining Fk’s
complete the root manifold)

N tð Þ / F1h jj J r Frþ1j ij t
r

� 
r 1
r!
e�

t
s ¼ t

r

� 
r 1
r!
e�

t
s ð10:4Þ

which follows directly from the definition (9.5), i.e.

J r ¼
Xn�r

k¼1

Fkj i Fkþrh j ð10:5Þ

For the highest power n� 1 one obtains

dNðtÞ ¼ tn�2 n� 1� t
s

� 

N tð Þdt ð10:6Þ

which imparts an altered microscopic law of evolution, i.e.

dN tð Þ[ 0; t\ n� 1ð Þs ð10:7Þ

It is important to realize that Eqs. (10.6) and (10.7) implies a higher level
timescale scom ¼ ðn� 1Þs, since the cellular model is based on the molecular
lifetimes s ¼ srel. In other words it modifies the boundary conditions Eqs. (8.6) and
(8.7), with scorr ! srel and srel ! scom.

Incidentally one observes that GðtÞ as defined in Eq. (10.1), needs to be modified
to include the temperature explicitly and the commutation relation Eopt ¼ i�hþ tEop

when requested by the specific quantum situation. Hence, with an adjustment back
to the microscopic timescale scorr ¼ slim ¼ �h=kT , one writes, cf. Zubarev [42],

G t þ i�hbð Þ ¼ e�iP tþi�hbð Þ
s ð10:8Þ
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from which one gets

N t þ i�hbð Þ ¼
Xn�1

r¼0

4p
n

� �r 1
r!
e�

ðt�sÞ
s ð10:9Þ

Dividing the lifetime s into n=4p discrete time units, or going from s� t to t in
single steps, defines a cumulative Poisson statistics for the intra-cell quantum-
thermal correlated ensemble with the intensity (rate) parameter k ¼ 4p=n, i.e.

P ðt � sÞ=s\n=4pf g ¼
Xn�1

k¼0

4p
n

� �k 1
k!
e�

4p
n ð10:10Þ

It is important to realize that there must exist an underlying microscopic level for
the interpretation, here consisting of the molecular motions characterizing the cell.
The boundary conditions that equate the intra-cell quality number n with the cell’s
Q-value and the dimension of J in Eq. (9.4) (or provide appropriate multiple
relationships) define the cell’s actual position in the hierarchy of the organism and
the corresponding assignment of the authentic purpose recognized by the collection
of cells that it belongs to.

Summarizing, we have augmented the conventional decay law with a self-
organizing trait derived via the time evolution of the propagator, Eq. (10.2), the
latter verifying an inherent Poissonian statistics of the STEM. The STEM structure
for each cell with its origin descending on the molecular (e.g. DNA-RNA) level
exhibits its spatio-temporal properties from emerging quantum-thermal correlations
of the dissipative ensemble. Examining the evolution with a degeneracy analysis,
one finds that the so-called Segrè characteristic, n, defines the cell’s Q-value factor
in analogy with the quality aspects of an oscillator-resonator. As already mentioned,
the cell’s characteristic Q-value, conveys vital information as it specifies the precise
semiotic structure of the transformation B, allowing extrinsic communication, i.e.
memory storage and retrieval along the Poissonian distributed broadband channel
as will be seen in detail below.

11 Memory and Communication on Channel SELF

In order to present the communication protocol that derives from our extended
quantum formulation, one needs to understand the possibilities disclosed by the
properties of the transformation B, see Eq. (6.4). In Eq. (11.1) below, we will
display

ffiffiffiffiffi
12

p
B as a simple diagram, where the dimensions of the cyclic vectors of

B are given in the appropriate entry. For simplicity we will not display the first
column vector of one-dimensional units “1”, and therefore we will only have 11
columns,
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12
6
6

4
4
4

3
3
3
3

12

2
2
2
2
2
2

12

3
3
3
3

4
4
4

6
6
12 ð11:1Þ

moreover noting the obvious symmetry between the columns of the graph. Alter-
natively one could also belabour the seven non-commuting factors, including the
twelve ones and leaving out the final repetitions, i.e.

12f g ¼ 12	 1ð Þ � 1	 12ð Þ � 2	 6ð Þ � 3	 4ð Þ � 4	 3ð Þ � 1	 12ð Þ � 6	 2ð Þf g
ð11:2Þ

Using the notation in Eq. (11.2) we conclude that among the 12 columns of B there
are 4 that are of the type 1	 ð12Þ, and hence that one third of them cannot be
factorized, while the remaining two thirds can. In addition the choice n = 12 has a
particular relevance since the graph supports the codon triplets as fundamental
cycles. Including higher dimensional cycles, e.g. those corresponding to 20 amino
acids, one could append n ¼ 12	 5 ¼ 60, i.e. including the factor “5”, which will
add columns divisible by 5, 10, 15, 20, 30. One concludes that 40 columns of 60 are
not factorizable, increasing the abundance of the latter (n = 12) from 1/3 to 2/3.
Therefore one predicts that a large number of vectors do not convey any infor-
mation as they contain no closed cycles of order smaller than n, compared to the
number of those that do contain such cycles (not to mention the case n equals a
prime!). This piece of information provides nested information bearing cycle
structures for encoding information concerning cell differentiation and communi-
cation regarding quality recognition and hierarchical cellular order and organisa-
tion, indeed also suggesting a possible understanding of the exon-intron mechanism
of the genes.

One might continue to exploit the metaphor seeing the phonon-assisted com-
munication as a number of “phone calls” between the cells during a given time, t,
being multiples of the characteristic time s ¼ srel. Accordingly the probability that
k “calls” are exchanged during a specific time interval, with each “telephone call”
occurring with a known average (intensity) parameter
kl ¼ l� 1ð Þsrel=srel ¼ l� 1ð Þ; l ¼ 2; 3; . . .n, i.e. with a specific distribution for each
value of l, is simply given by

Pkl kð Þ ¼ l� 1ð Þk
k!

e� l�1ð Þ ð11:3Þ

with the mean equal to the variance equal being k ¼ l� 1. The number of calls
during T l�1 ¼ ðl� 1Þsrel is at maximum for l = n. If counting l = 0 as an event the
community of cells comprises, during T n�1, with a probability according to (11.3),
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n communications between M cells distributed over n possible “sites” in the
organism. Hence the length, n, of a message is directly matched with the variance
and the mean (a well-known property of the Poisson distribution).

In summary, each cell is characterized as an STEM system, i.e. a dissipative
system, which encompasses nested encodings, as programmed in the factorized
canonical vectors of the transformation B. Communication runs from the genetic to
higher order codes, e.g. the scheme for the accretion of proteins, stored in the
genetic alphabet and transformed via resonant mechanisms, depending on the cell’s
quality value, from cell to cell. Similarly the intra-cell mechanism imparts a
cumulative Poisson statistics based on the intensity parameter k ¼ 4p=n, with
information divided up into smaller spatial packages as n increases. While the inter-
cell communication is mainly temporal the intra-cell statistics is predominantly
spatial.

Even if semantic or semiotic mappings centred on B need further analysis, it is
clear that our representational explanation exudes some common sense. The
modern state of the art, i.e. how information from sensory input, coding for per-
ception and coupling the information via interneurons, to motor output, is to a large
part due to the Nobel Laureate Kandel [43] studying the giant marine snail Aplysia.
In general, various forms of learning give rise to different patterns of neural activity,
and long-term memory to the synthesis of new proteins. The important point is that
chemical synapses predominate in the brain. Consequently it is tempting to analyse
neuronal activities related to the nervous system of the present model. Rather than
presenting an exchange of numbers, see Brändas [12] for some possibilities, one
might combine relevant factors, like 60 for the DNA-protein synthesis or 23
reflecting the precise number of chromosome pairs in humans. The corresponding
diagrams emulate interlevel communication releasing active terminals serving as
classical communication channels for synaptic transmission with shifting Q-values.

The present communicative semiotics, based on the law of self-reference, does
produce teleodynamic encodings and permit collections of neurons to combine
external signals with internal memories. Coded semantic information, communicated
via synchronized spike trains, may accordingly be investigated in terms of Poisson
statistics as a predestined general feature of the neural cell. Consequently, this sup-
ports the function of statistical distributions, with k ¼ ðl� 1Þ for l ¼ 2; 3; . . .; n
providing a broadband channel (mean and variance equal to k) for communication.
Furthermore, irrespective of the location of the spatio-temporal site for communi-
cation, resolve and action, the only agent making the decision is the SELF. In this
sense we might say that we have been able to reduce biological accounts to chemistry
and then to physics under the reflexive law of self-referentiability, cf. Gödel’s par-
adox. Along with this understanding it is conceivable to explain the so-called psy-
chological arrow of time, as rationalized from our teleonomical physical law. Hence,
as suggested already in Ref. [15], the analogy between gravitational interactions and
the self-referential law expressed in Sect. 4, therefore will unify all arrows of time
under the heading of the Gödelian arrow of time.

While modern communication, as perceived in our society, is founded on tra-
ditional broadcasting techniques, referring to the modulation of electromagnetic
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waves, based on Maxwell’s equations, we have here another metaphor: The
interactive transmitter SERVING LIFE Broadcasting on Channel SELF: A Poisson
Distributed Ultra-Wide Broadband. Obviously communication between life forms
requires some form of intelligence. Although this is a highly controversial term, we
will only use it in its most trivial sense, i.e. in the meaning to pick out or understand
something, but also to discern, distinguish, differentiate and recognize. One may
e.g. refer to the laws of physics, like gravity or the second law of thermodynamics,
as governing teleomatic processes, or as a programmed activity, restricted to action
or behaviour owing its goal-directedness to the influence of an evolved program
during evolution.

12 Conclusion

In the introduction we elaborated on the essential ingredients to promote a reliable
and consistent scenario for the evolution of cosmos from the “Beginning” to the
“End”. We did start with conjugate operator arrays presenting a platform for a
theoretical discourse of maximum generality, including quantum-classical treat-
ments, relativistic practices, teleomatic laws and teleodynamic processes from
Gödel’s incompleteness theorem to Einstein’s laws and the extension of Darwin’s
theories to the Paradigm of Evolution.

In order to augment the present formulation with the cosmological challenges,
we return to one of the key quantities in the gravitational enigma, viz. the emer-
gence of an initially nonrotating black-hole object, Eq. (3.7), with M characterized
as a spherical mass distribution, which does not change sign when m → −m, see
Sect. 3 for details.

As might be anticipated from the density matrix representation in Sect. 6, there
exist proximate relations between the simple form derived, Eqs. (6.7–6.9) and
Yang’s celebrated concept of ODLRO, Off-Diagonal Long-Range Order, [28], and
Coleman’s notion of an extreme state [29], see e.g. [6, 31, 36] as well as references
therein. We will here demonstrate that our black hole type entity is a direct analogue
of the organization of ODLRO. In addition we will extend the discussion to a Kerr-
type [8] rotating black hole characterized by its mass and angular momentum, see
also Ref. [44].

From Eq. (3.7), with r� 2l, i.e. with the particle-antiparticle superposition
inside the Schwarzschild boundary, solving for the canonical vectors in analogy
with Eqs. (4.14′) and (4.15′) one obtains for the “vacuum” base vectors 0j i and 0

�� �
in terms of the mass m for the particle and with m for the antiparticle, i.e.

0j i ¼ 1ffiffiffi
2

p ð mj i � i mj iÞ ð12:1Þ
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0
�� � ¼ 1ffiffiffi

2
p ð mj i þ i mj iÞ ð12:2Þ

from which we will consider a finite number of fermion particle-anti-particle pairs
in a vacuum (or particle-like environment, cf. Cooper pairs in a superconductor)
written as

0j i ^ 0
�� � ¼ i mj i ^ mj i ð12:3Þ

Using the formulas of Sect. 6 to simplify the energy relations for the extreme state,
which are equivalent to the ones acquiring Yang’s ODLRO for superconductors,
forming the bosonic condensate of particle-antiparticle pairs, Eq. (12.3), one
obtains, in close analogy with the organisation of the superconducting state, that a
large eigenvalue of macroscopic order develops consistent with a bound state of the
condensate.

At the same time there is a fundamental difference as regards the energy relations
Eqs. (6.2–6.5), i.e. there are here only rotational degrees of freedom available for
the “black hole” system. Modelling the interaction by the reduced Hamiltonian of
Eq. (6.2), the energy relation for the particle-antiparticle condensate yields

E ¼ Tr H2C
2� � ¼ kL g1h jH12 g1j i þ kS

Xn
k¼2

gkh jH12 gkj i ð12:4Þ

Now considering an adequately orthogonal rotational basis h, one would expect that

hkh jH12 hlj i ¼ hkh jH12 kj idkl ð12:5Þ

giving the result (for large n)

E � N
2
w; w ¼ 1

n

Xn
k¼1

hkh jH12 kj i ð12:6Þ

However, since localized pairing in the “black hole” does not make sense inside the
Schwarzschild boundary, one instead obtains an original rotational interaction
mechanism with all matrix elements

hkh jH12 hlj i ¼ wLS; wLS\0 ð12:7Þ

independent of the indexes k and l. Fortunately we are able to characterize the
present “condensate” entirely in terms of its mass and angular momentum, leading
to a dramatically increased energy stabilization

E ¼ kL g1h jH12 g1j i ¼ N
2
nwLS ð12:8Þ
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The macroscopically large lowering of the energy, E, consist of the product
between the mass M / N=2 and the number n of rotational degrees of freedom, i.e.
with the rotational quantum number J � n=2. Thus, from the fundamental rota-
tional mass generating interaction, a quantum mechanical version of a fermionic-
antifermionic pair superfluid phase forms the black hole. Since one will always find
an equal amount of particle-antiparticle pairs in the condensate it cannot be charged,
see also the comment made in Sect. 3, that the mass M would not change sign under
the transformation m ! �m.

We have discussed this situation in some more detail in Ref. [44], where the
rotationally excited black hole is analysed further in terms of the renowned Kerr
metric [8]. Comparing the situation between the Kerr- and the Schwarzschild
gauge, one distinguishes in the former case between two physical surfaces, an inner
surface that corresponds to the event horizon and an outer one, touching the inner
one at the poles of the rotation axis, and with the space in between called the
ergosphere.

One may, see Sect. 8, analyse the exchange of matter and energy in the system
and its environment, portrayed as a gigantic non-elastic resonance scattering pro-
cess. Let us first model the n degrees of freedom of the baryonic matter waves
falling into the black hole being correlated on a so-called relaxation time scale srel
before being expelled by the rotational motion of the condensate in the excited
state. The scale corresponds to the average lifetime of the “scattering process”
(lifetime of our universe) and depends generally on the type of particles or prop-
erties of the units being represented cf. the Einstein relation in physical chemistry,
which, e.g. connects transport displacements with the diffusion constant D in
applications to soft condensed matter. Thus portraying the situation of Sect. 8, one
might define an spherically averaged total reaction cross section denoted by rtot.
This area, cf. the surface of the event horizon, should be consistent with the
physical parameters of the model. As before one obtains the result, Eq. (8.9)

Cð2Þ
T ¼ .T ¼ kLJ ðn�1Þ þ kSJ

being the thermalized counterpart to Eqs. (6.3) and (6.8)

Cð2Þ ¼ . ¼ kL g1j i g1h j þ kS
Xn
k¼2

gkj i gkh j

The rotationally excited black hole can now be characterized by the quantum
numbers (J, MJ, K), i.e. in terms of the total angular momentum, the components
along the laboratory- and the principal “molecular axis”. Like the case of symmetric
rotors one can organize the rotational spectra according to oblate, prolate and
spherical rotors, each with there own particular degeneracies and symmetries. Note
that the Jordan form above shows a very special structure. From the thermalized
density matrix, Eq. (8.9), one learns that the corresponding energy, being precisely
zero at equilibrium, exhibits an exceptionally large degeneracy with Segrè
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characteristic n, the dimension of the irreducible Jordan block. Since the “respon-
sible crossover states” refer to rotational degrees of freedom, we realize that the first
term, with the largest weight kL, refers to transitions between K = −J and K = J,
while the second term displays all the other ones from K = −J via K = −J + 1,
−J + 2,…J − 1, J.

The eigenvalue of Cð2Þ
T is zero, which corresponds to K = 0. Since the direction

of the (scattering) flux into the black hole is arbitrary, the orthogonal projection to
the (arbitrary) symmetry axis must also be zero. Hence our generalized quantum
state is characterized by the quantum numbers 2J + 1 = n;MJ = 0; K = 0, i.e. with an
gigantic rotational energy (large n) but with the rotational z-component in any
arbitrary direction equal to zero! Hence from the view of an external observer one
would experience its effects all around us, since MJ = 0, i.e. one would infer to have
the cosmological horizon limited by the event horizon or in other words the cos-
mological or particle horizon equal to the event horizon. This interpretation is
consistent with properties of the conjugate pair, viz. angular momentum and ori-
entation. For instance, if the direction of the angular momentum of the universe is
arbitrary, then its orientation is fixed.

Ideas of similar nature have been voiced recently, see e.g. Ref. [45]. The situation
occurs in two families of solutions to the Einstein equations. One is the collapse of
spherical shells of matter forming a black hole, the other models large structures as
our Universe evolves. The first one is inside the black hole behind an event horizon,
in the other case we actually live inside the cosmological horizon (outside the event
horizon). It is interesting that the present quantum model of a black hole displays a
similar representation, thereby providing a reasonable evolution scenario from the
Beginning to the End of our Universe, or if one prefers “beginnings to ends”.

Precising the present resonance scattering model: we have modelled our uni-
versal scenario as an inbound flux of matter and radiation attracted to the “black
hole”, exciting the “black-hole” from a lower to a higher state during the process,
getting rid of matter and radiation, leaving the “target” in a free-energy-like con-
figuration, the CDE-like state, characterized by its mass M and angular momentum
quantum numbers J, MJ and K. The lower state has low entropy, S ≈ 0 (a black hole
ground state has of course zero entropy), while the “excited state” (or rather the
CDE structure) + ejected matter and energy has high entropy. The CDE state, or the
free energy configuration, is essentially a zero energy state. With the ejection of
matter and radiation, the black hole de-excites to a lower state below the energy
threshold, balancing the energy so that one essentially has a zero-energy (and also
low entropy) scenario. Actually the entropy relates to the separation of matter-
antimatter brought about during the black hole’s excitation and expulsion phase
suggesting time-reversed settings for the matter-antimatter asymmetry.

It is possible that the entropy, which appears to grow in the evolving phase of the
universe, is also balanced out by the inbound phase so that the entropy of the
universe (including the black hole) is effectively constant, while the entropy
obviously grows in a universe, considered as an open system (not including the
black hole). Nevertheless our model supports and explains the conundrum, i.e. the
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puzzling observed cosmological acceleration, without the need to introduce exotic
forms of matter or unusual concepts like dark energies, anomalous gravitational
interactions and unreasonable cosmological constants. Taking all these points into
consideration, advancing evolution as a teleodynamic processes, our rather simple
zero-energy universe scenario, ZEUS, is fully commensurate with an intrinsic
ontology of entangled physical and mental worlds conjecturing a more basic and
detailed theoretical formulation of Darwin’s Evolution Paradigm.

Note Added in Proof:

Footnote 1: The notion of the Zero-Energy Universe is not new, see e.g. Berman [46].
Footnote 8: For accounts of the rules for the increase of complexity, seeMaruani [47].
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